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Abstract

This paper describes the technical specifications of the Optical Multiplexer Board (OMB) 6U prototype. First, the hardware characteristics of this board are detailed as well as a description of the circuits and the components used. Firmware developed to achieve the desired functionality is also described. The tests conducted with the OMB in the TileCal ROD production tasks are also explained. Finally, a preliminary description of the final Optical Multiplexer Board 9U design is included. This design which is currently going on has to work in the ATLAS final experiment at CERN. General specifications at hardware and firmware levels are detailed pointing out especially the differences between the first prototype already tested and the final version. 
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1 Introduction

TileCal is the hadronic calorimeter of the ATLAS experiment and consists in terms of electronic readout of roughly 10000 channels read each 25 ns. Data gathered from these channels are digitized and transmitted to the Data Acquisition System (DAQ) [1] following a three level trigger system (Figure 1).
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Figure 1: ATLAS three-level trigger architecture.

The main component of the back-end electronics of the TileCal sub-detector is the Read-Out Driver (ROD) which is placed between the first and the second level trigger level [2]. The ROD has to pre-process and gather data coming from the Front End Boards (FEB) and send these data to the Read-Out Buffers (ROB) in the second level trigger.

TileCal is a redundant data acquisition system. Each module in the front-end sends the generated data repeated trough two optical links [3]. The reason for this is that radiation phenomena might cause malfunctions inside front-end electronics, as well as bit and burst errors for data ready to be transmitted to ROD card. The TileCal front-end circuit which sends data to the ROD system is the Optical Interface Board (OIB). In this board two chips are of interest from the point of view of errors: a Field Programmable Gate Array (FPGA) and a Digital-to-Analog Converter (DAC), both sensitive to radiation and prone to fail [4]. The OIB was tested with proton beams in different areas and with different beam sizes [5]. It was found to fail in three different non-destructive ways:

· Transient error in the data flow out to the ROD.

· Permanent errors in the data flow requiring FPGA reset.

· Latch-up error with an increment in current consumption of 60 mA.

To reduce data loss due to radiation effect the TileCal collaboration decided to include data redundancy in the output links of the OIB by means of doubling the number of optical fibers per channel which would transmit the same data out of the detector. In this way if a radiation error occurs on data on one fiber, it is very probable that the other fiber be safe due to radiation space distribution properties inside the detector.

Unfortunately, ROD card has only one input connector for each front-end channel because the original design responds to initial specifications which did not have considered radiation problems. For this reason and to take advantage of data redundancy and keep the original ROD design, an Optical Multiplexed Board (OMB) also know as Pre-ROD was envisaged. This board would be able to provide, in case of error in one link, the correct data to the ROD input by analyzing the Cyclic Redundancy Codes (CRC) of the data packets on both fibers coming from the FEB.

The University of Valencia and IFIC (Spain) team showed interest in this project and committed to make a first prototype to study technical viability. In particular, the main goals were:

· Data packet switching to take advantage of redundancy.

· Obtain real (production) costs.

· Have a development platform (HW - SW).

· Try different alternatives for data error analysis (CRC, etc.).
In the development of the work a new functionality for OMB was proposed. As the RODs should be tested in production stages and, provided that in the first moments of LHC operation data may not always be available from FE, it was suggested to include a “Data Injector Mode” to use the OMB like data pattern injector for ROD test and verification tasks.

Figure 2 shows the final architecture for the acquisition chain of TileCal. The OMB will be placed in the ROD crates; each OMB will receive 16 optical links from the front-end of the detector and will output 8 optical links to each ROD. 
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Figure 2: TileCal ROD general architecture organized around ROD crates.
2 OMB hardware specifications

2.1 OMB schematics design

Following the initial specifications, a proposal was made to build a first functional prototype as a 6U format VME board. This board has 4 optical inputs (2 input channels) and 2 optical outputs. In this design the aim was to test functionality and to have a base system from which work could be carried on into a final 9U version for ATLAS.

Due to the expected complexity of the system the schematics were designed with Cadence Capture tool. The general block description scheme of the capture project consists of 4 input/output links, 2 CRC FPGA, 1 VME FPGA, 2 VME connectors, a trigger module, a clock module and a power supply with EMI suppression.

2.1.1 The optical transceiver

The optical transceiver used in the OMB 6U prototype is the V23818-K305-L17 from Infineon [6]. This is an LC type connector working at 850 nm with multimode fibers. The design includes four optical transceivers to fulfill the input and output requirements leaving two outputs unused. The optical output provides enough signal power for distances up to 700 m.

The power supply lines are grounded with two capacitors and an inductor in series following the termination schemes recommended by the manufacturer. Data lines are used in the AC coupled mode and then 100nF capacitors are placed in series with these lines. Termination resistors are also used in data lines to minimize reflections.

2.1.2 The G-LINK receiver HDMP-1034A

The G-Link chip (HDMP-1034A) is a deserializer chip from Agilent and it is used at the input stage of the OMB [7]. There are 4 G-Links mounted in the board. Each one connects to the output pins of the optical transceivers using LVPECL differential signals. A 40 MHz clock (50ppm) is used as reference signal for the internal PLL of each G-Link. Clock generator circuits are placed close to the G-Link chips in the board layout to avoid possible problems with skews and reflections.

The G-Link chip has several configuration modes for speed and data format which are selected assigning values to specific control pins. In the OMB some of these pins are conveniently connected directly to power or GND and some are controlled by firmware from the CRC-FPGAs. Data transmission between HDMPs and CRC-FPGAs is controlled through dedicated control signals. If any problem related with the state of the G-Link occurs, a RESET signal can be asserted from the CRC-FPGAs.

2.1.3 The G-LINK transmitter HDMP-1032A

The HDMP-1032A is the serializer chip which matches the HDMP-1034A part and it is used in the output stage of the OMB [7]. There are 2 HDMP-1032A in each OMB 6U prototype, one per output. The clock needed by the HDMP-1032A to serialize the data is generated in the CRC_FPGA.

The HDMP-1032A receives data through a 16-bit data bus. Then, it serializes and transmits these data to the optical transceivers. The HDMP-1032A must be configured just like the HDMP-1034A.
2.1.4 The CRC-FPGAs

Two CRC-FPGAs (CYCLONE EP1C12 devices) are mounted in the OMB [8]. The reasons to choose this device were the number of pins and the number of cells as well as a good price-quality relationship. The incoming data through two different G-Link receiver chips are routed to one CRC-FPGA. The output data of the CRC-FPGA are routed to the optical transceiver via the G-Link serializer. Thus, each CRC-FPGA has two 16-bit input buses and one 16-bit output bus. 
The communication between each CRC-FPGA and the VME-FPGA is performed through a 16-bit bus. Both CRC-FPGAs are also interconnected through a 16 bit bus. A 40.00 MHz oscillator and a clock driver mounted on the PCB provide the clock signal needed on both CRC-FPGAs. Each CRC-FPGA is connected to an EPCS4 containing the firmware code. When the OMB is powered the CRC-FPGAs load the firmware from these memories. The firmware stored in the EPCS4 memories can be updated through a Byte-Blaster connector placed in the OMB using the Active Serial mode.
A 16-pin connector placed close to each CRC-FPGA is used as test points for debugging tasks. Each CRC-FPGA has also 9 output pins connected to LEDs placed in the front panel. These LEDs indicate data error, link up and xoff, for the two inputs and the output connected to each CRC-FPGA. The CRC-FPGA firmware specifications will be described in detail in section 3.1.

2.1.5 The VME interface

The OMB module is an A32D32 VME slave module. All actions and commands are controlled by a CPU crate controller and the communication follows the VME64 standard. The VME interface of the OMB is implemented in an ACEX EP1K100 [9], which is called VME-FPGA.

The VME-FPGA exchanges data between the VME CPU crate controller and the two CRC-FPGAs through two 16-bits bus. It is used to configure the OMB operation mode and to read-out the CRC error counters as well as to upload events in the internal memory in the injection operation mode. A complete description of its functionality is included in section 3.2. 

2.1.6 Power distribution

There are two ways in which the board can get its main power supply (3.3V) when it is plugged into the VME crate:

· Directly from the VME backplane.
· Getting 5V from the VME back plane and converting this voltage into 3.3V with a DC/DC converter (PT5801).

Furthermore, an ADP3330-2.5 DC/DC voltage converter is used to get the 2.5V voltage needed for the VME-FPGA from the +5V backplane supply.

In addition, the ±12V and ±5V lines in the VME backplane are used by the trigger/busy logic.

Finally there are two +5V and GND connectors to be used with an external power supply for debugging tasks. It is possible to select the power supply mode by placing a fuse in one of two fuse holders (labeled as VME FUSE and CONVERTER FUSE). It is very important not to place the two fuses simultaneously. VME FUSE must be placed to get power from the VME bus (board plugged in the crate) whereas CONVERTER FUSE must be placed to get power from the external supply.

2.1.7 Data distribution


There are two different functioning modes in the OMB: CRC processing mode and data injection mode. Figure 3 shows the data distribution in the CRC mode. Two connectors receive the data and route them to the CRC-FPGA. Then, the CRC is checked and the decision is taken on which data is send to the ROD. Every time a CRC error is detected it is communicated to the VME-FPGA and the error counter is incremented. The values of these error counters can be read out in real time through the VME bus.
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Figure 3: Data distribution in CRC mode.
Figure 4 shows the data distribution in the data injection mode in which the optical receivers are not used. There are two different injection modes:
· Counter mode: The events have all words with the same value and this value is incremented with each event sent.

· Memory injection mode: The events sent are previously stored in the internal memory.

In both cases the events are sent every time a trigger is received in the CRC_FPGA either by the external LEMO connector in the front panel or by VME. We will describe these data injection modes in more detail in section 3.1.1. 
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Figure 4: Data distribution in Injector mode.
2.1.8 Trigger and busy handling

The trigger signals used to select the injection rate can be generated either from an external source or they be generated internally in the VME FPGA. If the external mode is selected the trigger is received by the OMB through a lemo connector placed in the front panel which is connected directly to each CRC-FPGA. Both trigger modes and other specifications about trigger operation modes will be completely described in section 3.1.2. 

The busy lemo connector can receive an input signal that can be used to receive a busy signal from the Trigger and Busy Module (TBM) to stop the data injection if at least one ROD is in busy state [10]. The busy lemo connector is directly connected to each CRC-FPGA and to the VME-FPGA.
2.2 Printed circuit board

One of the main aspects we cared about in the PCB design of the OMB was signal integrity. Even if the clock frequency used is not very high (40 MHz) it is true that we faced several 32-bit buses to be routed. Thus, crosstalk might be something to worry about.

We carried signal integrity studies both in pre-layout and post-layout stages using Cadence SpecctraQuest software. Pre-layout analysis let us establish the routing rules and the chose of termination resistors, if needed. Post-layout analysis verified the design taking into account the PCB layer stackup.

For instance, the differential lines connecting the Infineon transceivers and the HDMP chips at 640 Mbps were studied in a pre-layout phase. In this case we established the equal routing length and let the software simulate the behavior with different termination resistors. Figure 5 shows the topology for this case.
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Figure 5: Differential lines topology from optical fiber connector to HDMP.
The results of the simulation for different resistor values are shown in Figure 6. From them a 180 ohm value has been chosen as optimum termination.
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Figure 6: Received pulse at the HDMP input for different terminations.
Another important issue in high speed digital design is clock distribution. In our case we had the option to mount just one clock for all the HDMP’s the same way we used one clock for all FPGA. This option is very sensitive to trace distance and would imply strict routing rules which may lead (as we were very space limited) to an impossible solution. Besides, taking into account that input and output optical links need not to be synchronized between them, we preferred to use one clock device for each HDMP. Pre-layout simulations helped in this decision as the option with only one clock chip performed worse than the multiple clocks one. Figure 7 shows the simulations for one clock and multiple clocks. As it can be seen a multiple clock solution gives a better signal quality and so it was the solution adopted.
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Figure 7: Clock line reflection simulations for (a) one and (b) multiple clocks

The OMB was built using a 12 layer PCB. The layer stackup was designed to minimize crosstalk between layers by routing the adjacent ones orthogonally. Each two internal layers are between power or ground planes for this same reason. Optical transceivers and serializers/deserializers chip signal are preferably routed on the top layer for faster signal transmission. Buses are routed in parallel with equal trace length for minimization of skew. Figure 8 shows a photograph of the OMB finally implemented.
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Figure 8: The Optical Multiplexer Board prototype.

3 OMB firmware specifications

The firmware of the three FPGA mounted on the OMB is described in this chapter. The two FGPAs performing the CRC checking uses the same firmware code although it is possible to load different firmware in both FPGAs. The VME-FPGA has different firmware. All the FPGAs used are from ALTERA. The CRC-FPGAs are Cyclone EP1C12F324C7 while the VME-FPGA is an ACEX EP1K100FC484-2.  All the firmware was developed using QUARTUS II v4.0 software which integrates the design, verification, simulation and programming of devices (with Byte Blaster II cable).
3.1 CRC-FPGAs firmware

The main function of the CRC-FPGA is to receive data from one front-end module through two different links and decide which of them are sent to the ROD. The other important operation of this FPGA is to generate and send data to the RODs for calibration and tests. This function as a ROD injector was used for the validation of TileCal RODs during their production at IFIC/Valencia.

Figure 9 shows the complete block diagram of the firmware implemented in the CRC-FPGA. It includes two identical Fiber Reception blocks which are responsible for the communication with the GLink chips. They handle all the signals to keep the link alive, perform data communication and link error detection.

Data from these blocks pass through the CRC Check block where an on-line CRC checking algorithm is run on data. The result of this algorithm serves as decision on which data are sent to ROD. All data paths is this section are 16 bit wide.

The Ext Trigger block handles the trigger signals received through the front panel connector. These trigger signals are used to inject either auto generated data or user defined data. The Event_Gen_Counter is used to auto generate data internally (packets with sequential numbers as data, this is the so-called counter mode described in section 3.1.1.1) whereas the Evt_Mem block is used if we want to inject preloaded data (user defined data stored through the VME bus in the internal memory of the FPGA, this is the injector mode described in section 3.1.1.2). In any case these blocks provide raw data which have to be assembled according to the input ROD data format. This task is carried out at the Output Controller block. As a final phase the CRC code is appended to the data block. 
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Figure 9: Complete block diagram for CRC-FPGA.

3.1.1 Data modes

We mentioned that the OMB can work as a front-end emulator to inject data to the ROD. This injection mode contains two operation modes. One is the, so-called, counter mode where all the words inside an event are equal. The other is the memory injection mode where it is possible to download any data file into the OMB and inject it. Finally, we have the CRC online checking where the data is received and injected after a CRC check.
3.1.1.1 Counter mode for ROD test

The counter mode block has one main input (the trigger signal) and one main output (16-bit wide data bus). This block starts the transmission whenever a trigger signal arrives. Once the trigger is detected the block transmits to the Output Controller block a pre-programmed number of 32-bit words. The four high bits are constant and can only be changed in the VHDL code. These bits identify which channel is producing the data since they are 0x1 in the first channel and 0x2 in the second one. The others 28 bits form a counter which is incremented with every trigger signal. Figure 10 shows the flowchart for this block injecting 176 words. This number of words has been used in TileCal ROD production. During the ROD production the ROD was used in copy mode and the data was checked at the end of the acquisition chain. The processed events were stored and consistency of data was checked computing the global CRC offline and comparing it with the CRC included within the event. Besides the TDAQ software checked for event losses.
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Figure 10: Flowchart for counter mode block and example of final event injected.
3.1.1.2 Memory injection mode for ROD test

In this case the event sent with each trigger is always the same but the words inside an event need not to be the same. To use this mode, the event  is previously downloaded inside the memory of the CRC-FPGA. It is done by software using the VME interface. Normally, we’ll do it using the debug software XTestROD [11]. In this case the first word in the file to be downloaded has to be the number of words in the file including itself. The format of the file is a column of 32 bit hexadecimal numbers.

XTestROD downloads the data to the selected CRC_FPGA through the VME-FPGA. The selected CRC_FPGA has to be configured in memory injection mode in order to store the event on its internal memory. With an event in the memory whenever a trigger arrives to the injector block it will start the transmission to the Output Controller block. The maximum size for events stored in the internal memory is 1024 32-bit words. 

This injection mode is very useful for testing the reconstruction algorithms inside the DSP of the ROD since it permits to inject files to the ROD with actual data events.

3.1.1.3 Output Controller and CRCtx blocks
The main function of the Output Controller (OC) block is to insert the header and the trailer, and two words for flag and CRC as well as to handle the protocol signals with the transmission G-LINKs.

When an event arrives to the OC block either from the Counter block or from the internal memory, the OC starts the transmission. First of all it inserts the first word to be sent which is the header (0x51115110). This header word is transformed at ROD level because of the G-LINKs version used in RODs into this one: 0x11111110.

After the header the OC block injects the event and, at the end, it injects two words with all zeros. The first one is a flag word, and the second one will be replaced by the CRC in the CRCtx block. Finally the trailer word is transmitted indicating the end of event. This word is also transformed at ROD level. The trailer injected by the OMB is 0x3FFF3FF0 and it is transformed by ROD G-LINKs into 0xFFFFFFF0.

The CRCtx block is the last one before data transmission. This block starts CRC calculation whenever a header is detected and stops two words before the trailer. Then the computed CRC is inserted just before the trailer word. As the CRC is a 16-bit word, it is inserted in the low byte of the mentioned word. Figure 10 shows the header and trailer introduced by the Output Controller block and the CRC word introduced by the CRCtx block. This CRC word was used during the ROD production to check the correct data transmission through the ROD system. 

3.1.1.4 CRC mode for data redundancy

In this operation mode the OMB works as a multiplexer; it has to decide in real time which data from the two inputs are sent to the ROD.

The difficulty of this mode is that the decision has to be taken in real time. The algorithm calculates the CRC of one of the links coming from the FEB. If the CRC computed matches with the CRC included in the event this event is sent to the ROD and the other link is discarded. If an error is detected in the first link the system switches to the other fiber. If data is wrong also on the second link, it is sent anyway since always a FEB has to be transmitted to the ROD. Nevertheless, at the Input FPGA of the Processing Unit (PU) at ROD level the CRC will be recalculated and included in the event. 

3.1.2 Trigger modes

If the injection mode is selected the OMB has to receive a trigger signal in order to inject an event. There are two trigger modes. One is the external trigger NIM signal. The other is internally generated in the VME_FPGA. In both cases the maximum trigger frequency is determined by the time it takes to inject the full event. The OMB injects data in 16-bit words at 40 MHz. For instance, to inject an event with 200 words of 32 bits it would take about 10 µs (100 kHz) to inject the entire event. However taking into account that data injection does not starts immediately after a trigger signal is received, it takes more than 10 µs for a 200-word event. The maximum injection rate for a 9-sample event (~180 words) measured experimentally is 93 kHz. Nevertheless during the high rate tests performed for the RODs at CERN 7 samples events  were used (~148 words) and more than 100 KHz was achieved. This type of events with 7 samples will be used in the ATLAS experiment in high rate runs.
3.1.2.1 External mode

In the external trigger mode the trigger signal is a pulse with NIM levels fed into the OMB with a LEMO connector on the front panel. The signal arriving has to be slower than 20 MHz. If no NIM signal is available the OMB can be configured to accept LVTTL signal changing a 0 Ohm resistor near the LEMO connector. The prototypes used to inject data for ROD production are configured by default to receive a NIM trigger signal.

3.1.2.2 VME mode

The behavior of the CRC_FPGA is the same with triggers externally or internally generated. In this last case the trigger signal arrives from the VME-FPGA and we will see in section 3.2.3 how the trigger is generated. We will see also the different VME trigger modes available.

3.2 VME-FPGA firmware

A VME-FPGA is mounted in the OMB for VME interface with the crate controller. Several registers are implemented inside this FPGA to control the functionality of CRC-FPGAs as well as the CRC error counters and the VME trigger handling. Figure 11 shows the block diagram for this FPGA. 
When the device is switched on or after a reset the GENADD block gets the geographical address from the VME crate. If the module is accessed (for reading or writing) the vme_registers block gets the low part of the address for activation of the required register on the vme_reg_bank.

If the access to the OMB is for writing the event memory in the CRC_FPGA the vme_register block will activate the evt_mem block which transfers all VME writes directly to RAM writes inside the selected CRC-FPGA. The evt_mem block gets data from VME in 32-bit format and splits them in 4-bit nibbles for transferring to the CRC-FPGAs.
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Figure 11: Complete block diagram for VME-FPGA.

3.2.1 Interface with VME bus

The interface with the VME bus follows the VME64x base standards [12]. It consists of two 32-bit buses for addresses and for data exchange with the VME backplane. In addition it has several control signals for the protocol with the crate controller.

Besides, the VME-FPGA controls the address, data and control transceivers to the VME bus according to the operation in course. These transceivers also adapt the voltage levels of the FPGA to the VME standard.
3.2.2 Internal registers

The VME-FPGA holds all the registers needed for the OMB 6U. They include the registers for both CRC-FPGAs. In table 1 all the registers are shown with the address and the type of register (readable (R) or writable (W)).
	REGISTER
	ADDRESS
	TYPE

	Base
	0x00
	R

	Status/control (CSR)
	0x04
	R/W

	Link A CH1 CRC16 ODD errors
	0x10
	R

	Link A CH1 CRC16 EVEN errors
	0x14
	R

	Link A CH1 CCITT-CRC16 errors
	0x18
	R

	Link A CH2 CRC16 ODD errors
	0x1C
	R

	Link A CH2 CRC16 EVEN errors
	0x20
	R

	Link A CH2 CCITT-CRC16 errors
	0x24
	R

	Link B CH1 CRC16 ODD errors
	0x30
	R

	Link B CH1 CRC16 EVEN errors
	0x34
	R

	Link B CH1 CCITT-CRC16 errors
	0x38
	R

	Link B CH2 CRC16 ODD errors
	0x3C
	R

	Link B CH2 CRC16 EVEN errors
	0x40
	R

	Link B CH2 CCITT-CRC16 errors
	0x44
	R

	Link A VME trigger freq div
	0x50
	R/W

	Link B VME trigger freq div
	0x54
	R/W

	Link A loop limit
	0x58
	R/W

	Link B loop limit 
	0x5C
	R/W

	Injection event in memory
	0x100
	R/W


Table 1: OMB registers.

All the registers related to error counters are read only. Every time an error is detected on data, a pulse is generated by the CRC-FPGA. Each pulse is counted as an error in the appropriate register. These registers are refreshed each system clock period (25 ns).
For the VME trigger mode there are a set of two registers for each CRC-FPGA. This implies that we could have different trigger rates on each output channel. However, because this functionality would be rarely used the firmware was modified to use only the frequency and the loop limit programmed for the link 1. 
3.2.2.1 Status/control registers

The Status and Control Register (SCR) is used to configure and control the operation of the OMB. It is accessed for reading and writing at offset 0x04 of the address space on the OMB. Table 2 shows the bit definition for this register.

	BIT
	MODE
	BIT VALUES
	ACCESS

	b0
	Link A mode
	0 – CRC  ; 1 – Injec
	R/W

	b1
	Link A trigger mode
	0 – Ext  ; 1 – VME
	R/W

	b2-b3
	Link A VME trigger mode
	00 - stop

01 - single

10 - loop

11 – non stop
	R/W

	b4
	Link B mode
	0 – CRC  ; 1 – Injec
	R/W

	b5
	Link B trigger mode
	0 – Ext  ; 1 – VME
	R/W

	b6-b7
	Link B VME trigger mode
	00 - stop

01 - single

10 - loop

11 – non-stop
	R/W

	b8
	Reset Link A CH1 CRC16 ODD error counter
	1 - Reset
	W

	b9
	Reset Link A CH1 CRC16 EVEN error counter
	1- Reset
	W

	b10
	Reset Link A CH1 CCITT-CRC16 error counter
	1- Reset
	W

	b11
	Reset Link A CH2 CRC16 ODD error counter
	1- Reset
	W

	b12
	Reset Link A CH2 CRC16 EVEN error counter
	1- Reset
	W

	b13
	Reset Link A CH2 CCITT-CRC16 error counter
	1- Reset
	W

	b14
	Reset Link B CH1 CRC16 ODD error counter
	1- Reset
	W

	b15
	Reset Link B CH1 CRC16 EVEN error counter
	1- Reset
	W

	b16
	Reset Link B CH1 CCITT-CRC16 error counter
	1- Reset
	W

	b17
	Reset Link B CH2 CRC16 ODD error counter
	1- Reset
	W

	b18
	Reset Link B CH2 CRC16 EVEN error counter
	1- Reset
	W

	b19
	Reset Link B CH2 CCITT-CRC16 error counter
	1- Reset
	W

	b20
	Reset all counters
	1- Reset
	W

	b21
	Trigger now Link A in VME trigger mode
	
	W

	b22
	Trigger now Link B in VME trigger mode
	
	W

	b23
	Event memory write enable
	
	W

	b24-b31
	Reserved for future use
	
	


Table 2: Control and status register bits.
Bits 0 to 3 and 4 to 7 (link A or B, respectively) set the functioning mode of each one of the links in the OMB. In particular we may select if each link is working in CRC checking mode or in injection mode; if the trigger is external or via VME. Finally, if the VME trigger mode is selected there are different options concerning the frequency and the number of triggers to be generated.

Bits from 8 to 20 affect the error counters. A write operation with a logic 1 in each of these bits will reset the appropriate error counter. A write with a logic 1 in bit 20 will reset all counters.

Bits 21 and 22 start event generation whatever the trigger mode was selected with bits 2 and 3 or 6 and 7. Bit 23 enables the writing of the event memory and should be set prior to send the event to the board through the VME bus. Bit 24 to 31 are reserved for future use.

3.2.2.2 CRC counters

Each CRC-FPGA receives data through two fiber links from the same front end module. If the CRC mode is selected, the OMB computes the CRC for every event arriving. In order to check the correct data transmission the data format includes two types of CRC computed at front end level. The first CRC is computed in the digitizers and it is calculated for each DMU. It is done separately for even and odd bits due to a serial transmission of these bits. Hence, there are 2 CRC words per DMU and they are introduced just before the last sample of each DMU in the data format [13]. In addition, the OIB computes a global CRC for the entire event and it is included as the last word of every event, just before the trailer. These CRCs words are checked at back-end level to verify the correct transmission of data. The OMB has to check these CRCs and to decide from two links, which is sent to the ROD. In order to verify which link is sent to the ROD the OMB computes these CRCs and compares the obtained CRC value with the CRC included within the event. There are three registers per link to count the number of errors detected at OMB level. These registers are CRC16EVEN and CRC16ODD for the DMU’s CRC and CCITT-CRC16 for the global CRC.

3.2.2.3 Events storage for ROD tests

The OMB allows the injection of events previously loaded from a file into the OMB.

The VME-FPGA is responsible for the reception of the event from the VME bus and its transmission to the RAM memory inside the CRC-FPGA. VME busses are 32 bit wide but data links from VME-FPGA to CRC-FPGA are only 8 bit wide. Data splitting takes place inside the VME-FPGA. 
The event memory filling is carried out by successive writings of the event word at the same VME offset address (0x100). The firmware inside the CRC-FPGA takes control of the address generation for the memory writes. Before any memory write, bit 23 of the CSR should be at a logic 1 level. 

Enabling the bit 23 of the CSR for one or the other CRC_FPGA it is possible to inject either the same or different events on each output link.
3.2.3 Trigger setup
If the OMB is configured to generate internally the trigger signals this trigger mode has to be configured. There are three different VME trigger modes:

· Single trigger: each time a Trigger now command is issued (by activating the appropriate bit in the SCR) an event is sent out through the optical link. This event can be either the user-defined one, loaded in the event memory, or the predefined one (counter mode).

· Loop trigger: in this mode the number of events to be sent must be set first. A Trigger now command starts the event injection up to the number of repetitions set.

· Nonstop trigger: In this mode, if the Trigger now command is activated, the OMB starts the injection of events continuously until the Stop trigger command (00 value for bits 2-3 or 6-7 in CSR) is issued.

In these two last modes the trigger rate is defined by the user with the value of the Frequency divider register. The reference frequency is the board system clock of 40 MHz. The trigger rate is set by the following equation:
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Table 3 displays the frequency divider values for typical frequencies used. If the OMB is configured using XTestROD these values have to be entered in hexadecimal format.

	Frequency
	Frequency divider
	Freq. divider (hex)

	1Hz
	20 000 000
	1312D00

	10Hz
	2 000 000
	30D40

	1KHz
	20 000
	4E20

	10KHz
	2 000
	7D0

	50KHz
	400
	28

	75KHz
	267
	10A


Table 3: Examples for frequency divider register.

In section 3.1.2 the maximum trigger rate of injection for the OMB was given. If the trigger is programmed for higher rates than the maximum allowed by the event size the actual rate will not be the programmed one and some trigger signals will be discarded. 

3.2.4 Interface with CRC-FPGAs

The interface of the VME-FPGA with both CRC-FPGAs is done with two 16 bit buses. In these buses, 10 bits are outputs from the VME-FPGA to the CRC-FPGA (VME_FPGA[9..0]) and 6 bits are inputs from the CRC-FPGA to the VME-FPGA (VME_FPGA[15..10]). Table 4 shows the description of each one of the bus lines. 

As shown, bits from 6 to 9 have different meaning depending on the value of bit 9. For event memory writing, the data bus width is 8 bits (VME_FPGA[7..0]) but bit 9 must be set to one. If bit 9 is reset, bit 6 fixes the trigger input (external or internal) and bit 7 sets the function mode (CRC or injection). Bit 8 is the Trigger now signal when bit 9 is cleared or the event memory write enable when it is set.

	Signal
	Description

	VME_FPGA[5..0]
	Data for event memory writing

	VME_FPGA[7]
	Trigger type (VME_FPGA[10]=0):  Ext (0)  Int (1)

Data[7] for event memory (VME_FPGA[10]=1)

	VME_FPGA[8]
	OMB function mode (VME_FPGA[10]=0)  CRC (0) Inj (1)

Data[8] for event memory (VME_FPGA[10]=1)

	VME_FPGA[9]
	Trigger now (VME_FPGA[10]=0)

Event memory enable (VME_FPGA[10]=1)

	VME_FPGA[10]
	Configuration mode

	VME_FPGA[11]
	CH1 - CRC16 Odd Errors

	VME_FPGA[11]
	CH1 - CRC16 Even Errors

	VME_FPGA[12]
	CH1 - CCITT-CRC16 Errors

	VME_FPGA[13]
	CH2 - CRC16 Odd Errors

	VME_FPGA[14]
	CH2 - CRC16 Even Errors

	VME_FPGA[15]
	CH2 - CCITT-CRC16 Errors


Table 4: Signals transmitted for the error counters between CRC and VME FPGAs.
4 OMB test results

The OMB tests were carried out together with ROD production tests emulating the front end injecting events to the ROD. In next sections we will describe the complete system set up in the laboratory in order to tests the ROD boards as well as the tests conducted for the validation of RODs.
4.1 Description of the system for ROD test 

Figure 12 is the diagram of the test-bench used in the production of RODs at IFIC Valencia. The first component in the test-bench chain was a dual timer. This dual timer was manually programmed to set up the frequency of the trigger and the trigger pulse width. When a trigger arrived to the OMB, it injected an event through two optical fiber outputs. These fiber links were connected to two Optical Buffers (OB). These OBs were designed and produced in Valencia especially for this test-bench. The OB broadcasts an input signal to 16 outputs and so, with 2 OBs it was possible to inject data to 4 complete RODs with only one OMB. Data was processed in the PUs of the RODs and transmitted through the Transition Modules (TM) by optical fiber links to the Four Input Links for Atlas Readout (FILAR) cards placed in a PC [2]. The FILARs stored the data in a shared file system.
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Figure 12: Complete system for RODs test.
The software used in the configuration of the tests was the ATLAS Trigger and Data Acquisition official software (TDAQ) adapted to our production tasks. This software was programmed in part by the Tilecal Valencia group. The TDAQ software allowed the possibility of configuring all the needed hardware in the test-bench as well as to monitor the correct data transmission through the whole system (Figure 13). 
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Figure 13: TDAQ software used in ROD production.

It is possible to configure also the OMB selecting a special tab dedicated to the OMB configuration. With the TDAQ software it is possible to select the operation mode of the OMB as well as the trigger mode.
For an expert configuration the XTestROD software should be used [11]. With this software (Figure 14) it is possible to select the injection and trigger operation mode as well as write or read the OMB internal registers and download events in the internal memory. 
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Figure 14: XTestROD OMB menu.

4.2 ROD tests with counter mode

The TDAQ software can perform two types of data checking to verify the correct functioning of the ROD system. If the monitoring task is selected in the TDAQ software then it checks that:

· Every word inside an event is exactly the same. If at least a bit changes, the software counts an error.

· Every event is exactly the same in all the links arriving to the ROD and the links arriving to odd Optical Receivers (ORx) have ‘0001’  as LSB while the links arriving to even ORx have ‘0010’.

· Besides, it checks that all the events are consecutive.

With these tests it was possible to check any event lose and bit changes inside an event. Tests with 4 RODs at 1 KHz were conducted during more than 72 hours without errors. Nevertheless, the maximum trigger rate reached by the online check task was approximately 400 Hz. For higher rates, the software couldn’t check all the events in online mode, and only a percentage of the processed events were checked.

Some low rate tests were also performed in order to verify all the processed events with optimal results.
4.3 CRC mode tests

The other type of data checking that can be run from the TDAQ is the CRC checking. In this case the CRC is computed for every event stored at the end of the acquisition chain and the result is compared with the CRC computed by the OMB at the beginning of the acquisition chain which is included in the event. Tests with 4 RODs at 1 KHz were performed with this type of error checking during more than 72 hours without errors. Again the maximum trigger rate reached by the CRC check task was approximately 400 Hz. Then, some tests at 400 Hz were performed in order to check every processed event with very positive results.

A total of 13x109 events were processed during the ROD production, and 1.7x109 events were checked without errors. The events injected by the OMB 6U and processed by the RODs during the production emulated an actual 9 samples event (176@32bits words). Thus, taking into account the number of bits injected by the OMB 6U and processed by the ROD system, we obtain a bit error rate (BER) for the whole system better than 10-13.
5 OMB final 9U design
This chapter describes roughly hardware and firmware requirements for the OMB 9U version which is being designed for the ATLAS experiment. These boards will be installed in the electronics cavern of ATLAS (USA15). They will be installed in the same crates as the RODs and distributed in four trigger partitions. For the read out each trigger partition will be composed of one crate with 8 OMBs and 8 RODs. The OMBs will receive data coming from FEBs and will send data to RODs. The RODs will process these data and will send them to the second level trigger.
5.1 Hardware requirements in the final OMB 9U board

In order to place 16 input connectors and 8 output connectors on the front panel it was decided to design the final OMB as a 9U VME standard board (400 x 367 mm). The stack-up of the board includes 10 layers. The optical connectors used in this design are dual connectors from STRATOS LIGHWAVE [14].These dual connectors have either two inputs or two outputs. Thus there are 8 dual receivers and 4 dual transmitters mounted per board.
The CRC-FPGAs maintain the same inputs/outputs ratio as in the 6U board. Then, 8 CRC-FPGAs per board are needed, one per output. One FPGA is mounted to provide interface with the VME bus. Both FPGAs are ALTERA devices. The CRC-FPGA is the EP1C12F324 and the VME-FPGA is EP1C20F400. For the communication between the VME-FPGA and the 8 CRC-FPGA there is a serial bus instead of the 16-bit bus used it the 6U prototype. Each CRC-FPGA has a hardware address in order to be distinguished as the same firmware is implemented in all them. Two EPC2 memories provide the firmware for the VME-FPGA. Each EPC2 memory boots four CRC-FPGA with the same the code. 
A JTAG chain connected to all the programmable devices in the board provides the possibility of programming every FPGA from one connector. Besides, this JTAG chain is also connected to the VME-FPGA allowing firmware downloads from the VME bus. 
In addition, a TTCrx ASIC and a TTC_FPGA are mounted in the board. With these devices, the TTC information will be available in real-time in every CRC-FPGA. This information could be used to perform some synchronization tasks at OMB level, to check the correct BCID in every DMU header as well as to inject data to RODs with actual TTC data.

Finally, the OMB9U includes four slots with mezzanine connectors compatible with the PU daughterboards used in RODs. Every slot is connected to two CRC-FPGAs and could be used in a future upgrade of the board (Figure 15).
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Figure 15: Scheme for the final OMB 9U.
5.2 Firmware requirements in final OMB FPGAs

The firmware used in the OMB 9U board should be the same that the used in the 6U board with some slight modifications. These modifications are briefly presented in this section.  

The CRC-FPGAs has to include a new block for the serial communication protocol with the VME-FPGA. This protocol uses a hardware address since the same code is used in each four CRC-FPGAs. Besides, in the OMB 9U the SCR and error counters are in the CRC-FPGAs and they can be read from the VME bus trough the VME-FPGA. 

In addition, the CRC-FPGA receives the TTC information from the TTC-FPGA through a 5-bit bus using a series protocol. The information transmitted is the Bunch Cross Identification (BCID), Event Identification (EVID) and Trigger Type (TTYPE) for every TTC event received by the TTCrx [15].
The VME-FPGA includes also a block for the serial communication with the CRC-FPGAs. The VME-FPGA includes only the registers regarding the generation of internal trigger signals. The VME-FPGA has to provide VME access to the registers placed in the CRC-FPGAs. In addition, the VME-FPGA code has to include the possibility of firmware download through the VME bus.
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