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Abstract

This note describes the updated measurement of the CKM angle v from the study of
B~ — DWEK*= using a Dalitz plot analysis technique of D® — Kgntn~ decays. In this
updated measurement we add the B~ — DK*~ decay mode and we use the K-matrix method
to parametrize the D° decay amplitude and evaluate the corresponding Dalitz model systematic
error. We report on the selection of the B~ — DK™~ signal events, background characterization
and on the CP likelihood fit and systematic error evaluation. For this analysis we have used the
Runl-2-3-4 data sample, corresponding to an integrated luminosity of 208 fb—1.
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Summary

e 31 May 2005: This first version of the note focuses on the selection of the B~ — DYK*~
events and on the CP likelihood fit. In it we described the PDF for signal events including
the non-resonant B~ — DYK )7~ contribution to the decay and the evaluation of the related
systematic error. The systematic error due to the dalitz model parameterization and to the
fit method have still to be evaluated.

e 7 June 2005: In this second version we take into account all the AWG readers (Richard Kass
and Owen Long) comments. We have changed the PDF for the CP fit and we use a 2D PDF
with mpg and Fisher variables instead of a 3D PDF which included also AE. We fit for the r?
parameter therefore we canceled the systematic error due to the non-resonant contribution.
The main experimental systematic errors have been evaluated, the Dalitz model error is still
work in progress.

e 29 June 2005: Include the evaluation of the Dalitz model systematic error using the alternative
K-Matrix and CLEO model parameterizations.

e 05 June 2005: Frequentist o extraction using a combined PDF with B~ — D®0K~ and
B~ — DK*~ measurements. Include RC comments and suggestions.



Introduction

The angle y of the unitarity triangle [1] is related to the complex phase of the CKM element V;
through the relation V,;, = |Vub|e*i7. Various methods have been proposed to extract v using
B* — DK® decays, all exploiting the interference between the color allowed B~ — DK~ (o Vi)
and the color suppressed B~ — DK~ (ox Vp) transitions, when the D° and DO are reconstructed
in a common final state. The extraction of v with these decays is theoretically clean because the
main contributions to the amplitudes come from tree-level diagrams; for the same reason, effects
from new physics are negligible in most of the models beyond the SM.

Among the D decay modes studied so far, DY — K%7~ 7T is the one with the highest sensitivity
to v because of the best overall combination of branching ratio magnitude, D°/ DO interference and
background level. BaBar presented a preliminary measurement of v based on Runl-4 data with
B~ — DWOK~ where D* — 70/ and D° — K97« at ICHEP 2004[2]. The measurement
was submitted to Phys. Rev. Letters in April 2005 [3].

The main improvements for Summer 2005 are the addition of the B~ — DYK*~ decay mode
and the investigation of the K-matrix formalism to describe the D — K97 ~7T Dalitz plot. The
measurement of B~ — DK*~ will be combined to the already measured B~ — D*)?K~ to quote
an update of the v measurement.

This note describes the selection, background charecterization and CP fit of B~ — DYK*~ with
K*~ — K%7~. The analysis structure is very similar to the B~ — D®O K~ analysis described
in [4], with the addition of the treatment of the B~ — DKJm~ non-resonant contribution. The
K*~ — K~7° was also investigated, but due to the lower signal rate and higher background level
we decided to postpone its measurement to after the Summer. The study of the D Dalitz plot with
the K-matrix model is described in a separate document, BAD1237 [5].



1 Selection of the B~ — DYK*™ events

In this section we describe the selection of the B~ — DYK*~ events with K*~ — Kgr—, D° —
Kgntm—. We discuss the optimization of the cuts and the background parameterization. This
analysis is very similar to the B~ — D®?K~ analysis, documented in [4]. We have used the same
Fisher discriminant F as in the B~ — D®OK— analysis and we have applied the same cut on
|cosfr| < 0.8

1.1 Reconstruction release and data sample

We have used for the rootuple production the physics release analysis-23, aka 14.5.5. We have ana-
lyzed events from the skimmed BchToDOKstarAll collections, whose selection criteria are described
in [6]. The amount of on-resonance data reduces to 2.8% with processing time of 2.2 ms/event.
The efficiency on signal Monte Carlo events after the wide skim cuts is about 24% including detec-
tor and reconstruction efficiencies. We have used all the Runl-Run4 available data sample for this
analysis for On-peak and Off-peak data and a large Monte Carlo sample for background studies, as
reported in Table 1. We have used a large Monte Carlo sample of signal events Sig,,, to evaluate
the efficiency in the Dalitz plane. It has D" phase space distributed events and also the B decays
according to a phase space distribution. ! Two different samples Sigj,.;, Sigpe2 With angular dis-
tribution according to the SVS model for the decay B~ — DYK*~, has been used to optimized the
selection cuts. Both Sigy,;; and Sigy,.;, let the K*~ to decay into the generic mode according to an
identical decay tree but they were available at different time.

‘ Sample Events | Luminosity (fb—1!) ‘

BB 542.5M 986
BtB~ 542.5M 986

cc 393.0M 301
ui,dd,ss 710.0M 339
Sighen 4600 1458
Sighern 6900 2169

Sigs 115K 76248

Data (On-peak) 208.4
Data (Off-peak) 21.6

Table 1: Number of generated Monte Carlo events for signals and backgrounds and corresponding
integrated luminosities. The integrated luminosity for data is also given.

The various assumptions for the branching fractions and cross sections used to get the values
of Table 1 are summarized in Table 2. These values have been used to normalize the signal and
the different background components.

1.2 Selection criteria

We optimize the selection criteria in order to reconstruct an event sample which minimizes the
error on . It has been shown in BAD899 that the sensitivity on 7, once the signal yield is fixed,
depends on the level of background and at first order it doesn’t depend on the composition of the

11t has been checked that the phase space distribution of the B does not affect the evaluation of the efficiency
map in the D° Dalitz plane.



‘ Quantity ‘ Value

o (bb) 1.10 nb
o(ce) 1.30 nb
o(uw,dd, s3) 2.09 nb

Br(B~ — D°K*7) | (6.1 £2.3)-107*[7]
Br(D® — K% —7T) | 0.0597 + 0.0035 [7]
Br(K° — K?) 1/2
Br(K? — mtrn7) 0.6895 =+ 0.0014 [7]
Br(B~ — D% ) | (4.98+0.29)-10°3 [7]

Table 2: Branching fractions and cross sections used to get the values of Table 1. These values
have been used to normalize the signal and the different background components.

background sample (continuum events or BB events). As a general criterion to choose the selection
cuts we have maximized the figure of merit of significance S/v/S + B, where S (B) is the number
of signal (background) events, favouring higher efficiency regions when the significance is almost
constant as a function of the cut.

The K? from the DU is reconstructed from pairs of oppositely charged pions and its invari-
ant mass is required to be within 9 MeV/c? from the nominal K° mass [7]. The requirement
cos aKg(DO) > 0.99 where ajq (D) is the angle between the K2 line of flight (line between the

D? vertex and the K9 vertex) and its momentum (constructed with the two pions momentum), is
particularty helpful in removing the background from D® — 4. (See Figure 2 of [4]).

The DO is selected by combining K? candidates with two oppositely charged pions and requiring
its invariant mass to be within 12 MeV/c? from the nominal mass. A kinematic mass constraint
is applied on D° (via TreeFitter algorithm) improving the D° energy estimation and therefore
the AFE resolution (see Table 3). All along the analysis we use the D? raw mass (without mass
contraint) for selection cuts and for the true D° extraction, as explained in the next sections. 2

TreeFitter Tree Fitter GeoKin
D° mass constraint | NO DY mass constraint | D° mass constraint
AFE resolution (MeV) 10.8 £ 0.3 13.0 £ 0.8 11.0 £ 0.3

Table 3: Results from the gaussian fit of the AE distribution on signal Monte Carlo sample.

We have required the D° and B vertex fit to have converged (referred to as “P[x%(D°/B)ytz, ndof] >
0” in the following). This is a very conservative cut that rejects a small number of badly recon-
structed background events.

Identical selection criteria to the KO from the DY have been applied to the KY from the K*.
They have very similar invariant mass resolutions as reported in Table 4. It’s also required that
cos aKg(K*) > 0.99 where ao (K*) is the angle between the K direction of flight (line between
the B vertex and the K vertex - the B vertex corresponds to the K* vertex) and its momentum.

In this case, for example, background events coming from B~ — D% (a; — 37) decay mode are
furtherly suppressed after applying that cut.

We have also applied cuts on the invariant mass of the K* and on the cosine of the helicity angle

2The improvement in AFE resolution is greater for the K*~ — K~ 7° decay mode, that has been reconstructed for
a later study.
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Figure 1: In the top-left plot (green) we show the distribution of the variable for the signal. In
the top-right plot the variable distribution for the background. In bottom-left the significance as
a function of the cut on the selected variable and in bottom-right the purity (histogram) and the
efficiency (point with error bars) as a function of the cut. (Top 4 plots) Sequence of plot described
above for the invariant mass of the K*—. (Bottom 4 plots) Same plots for cosOpe of the K*~
daughters.
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Figure 2: 2D plot of the significance with respect to the cut on the K* mass and the cut on cos 0.
The color scale represent the value of the significance, it increases from blue to red. The mazimum
value is 6.2 with |m« — mg~(PDG)| < 55 MeV/c? and | cos 0| > 0.35.



Fitted mass of the KU | from data sample | from MC sample
from the DY 497.9 4+ 0.1 MeV | 498.3 £ 0.1 Mev
from the K* 497.7 £ 0.1 MeV | 498.3 + 0.1 Mev
Fitted width of the KU | from data sample | from MC sample
from the DY 2.41 £ 0.05 MeV | 2.30 & 0.11 MeV
from the K* 2.26 + 0.05 MeV | 2.20 + 0.10 MeV

Table 4: Results from the gaussian fit of the KO mass distribution on data and Monte Carlo samples.

of the K* daughters, cos 0., (see Figure 1). The helicity angle 0y is defined as the angle in the
K™ rest frame between the direction of flight of a K* daughter with respect to the direction of flight
of the K* in the B rest frame. As a cross check, we also plot the significance variation depending
on the K* mass cut and the cosine of the helicity cut (See Figure 2). This plot is in agreement
with the previous ones, so we decide to fix the cut as it follows : |mg+ —mg«(PDG)| < 55 MeV/c?
and | cos@pe| > 0.35. The K* has spin 1, therefore the angular distribution is a function of the

helicity angle dingl) o c0s? Op¢;. The distribution for background events is rather flat. In order

? d(cos

to be consistent with the definition of the Fisher discriminant used for the B~ — D®VK~ we have
applied the same cut on |cosfr| < 0.8, where 07 is the angle between the thrust axis of the B and
the thrust axis of the rest of the event.

The final selection criteria are :
. |ng(D0) — ng(PDG)| <9 MeV/c?
. |ng(K*) — ng(PDG)| <9 MeV/c?

o |mpo —mpo(PDG)| < 12 MeV/c?

| cos Or)] < 0.8

P(x?,D% >0

P(x?,B) >0

€OS Qo (D% > 0.99

€OS o (K*) >0.99

|m i — mg~(PDG)| < 55 MeV/c?

| cos Oper] > 0.35

IAE| < 25 MeV
e mys > 5.2 MeV/c?

The overall reconstruction efficiency for signal events is esig = (11.1 £ 0.5)% after all selection
criteria are applied. The significance of the signal in the final signal region |[AE| < 25MeV and
mps > 5.270 GeV/c? is S/\/S + B = 6.2. Table 5 shows the step by step efficiencies for data and
the different Monte Carlo samples.



signal (%) BTB— BY B0 uds cé NeES i
After reconstruction 23.8 £ 0.6 (4.36 £ 0.03)10~° (4.46 £ 0.03)10~ 2 (4.04 £0.02)10°° (11.21 £ 0.05)10~ 2 1.69 0.02
[cos(87)] < 0.8 17.74+ 0.6 | (2.89+ 0.02)10"° | (2.89 & 0.02)10° (8.6 +£0.1)10°° (2.30 £ 0.02)10~° 2.33 0.05
mE " window < 0.009 | 17.0£0.6 | (2.14£0.02)107° | (2.06 £ 0.02)107> (6.0 £0.1)10~6 (1.68 £ 0.02)10~° 2.63 0.07
P(x2, D% >0 17.0 £0.6 | (2.1440.02)10—° | (2.06 £ 0.02)10~° (6.0 £0.1)10~° (1.68 £ 0.02)10—° 2.63 0.07
cosago > 0.99 16.4£0.6 | (1.21£0.01)107°% | (1.05 4 0.01)10~° (3.0+0.1)10~6 (1.02 £ 0.02)10~° 3.29 0.11
m o0 window < 0.012 15.2 £ 0.5 (7.3£0.1)10~© (4.5£0.1)10~ 0 (1.07 £0.04)10~° (4.6 £0.1)10~° 4.25 0.19
mX” window < 0.009 | 14.7+0.5 (5.0+0.1)1076 (3.240.1)10~° (7.7 £0.3)10~7 (3.3+0.1)10~6 4.84 0.25
cosag* > 0.99 14.5 £ 0.5 | (3.00 % 0.07)10~% (1.9 £ 0.1)10—6 (4.9 +0.3)10~7 (2.4 +0.1)10~¢ 5.61 0.34
P(x2,B)>0 14.5 £ 0.5 | (3.00 & 0.07)10~° (1.9 +0.1)10~F (4.9 £0.3)10~7 (2.44+0.1)10~° 5.61 0.34
mc« window < 0.055 | 12.240.5 | (1.53£0.05)10-° | (0.94 & 0.04)10—° (2.6 £0.2)10—" (1.13 £ 0.05)10~° 6.00 0.47
|cos(0p7)| > 0.35 11.6 £ 0.5 | (1.11 4+ 0.04)10"° | (0.74+ 0.04)10~° (1.8 £ 0.2)10~ 7 (7.5 £ 0.4)10~ 7 6.22 0.53
|AE| < 0.025 11.1 £ 0.5 (1.2+0.2)10— 7 (0.8 £ 0.1)10— " (0.18 £ 0.05)10~ 7 (1.2 +£0.2)10~7 - -

Table 5: Efficiency (ratio of fully matched combinations over total number of signal events) and
background rejection rates (number of combinations over total number of background events for each
sample) after each cut, with mgs > 5.2. Binomial errors are reported. Purity and significance in
the signal box region (mgs > 5.270 GeV/c? and |AE| < 0.025 GeV ).

1.3 Background characterization

The most relevant source of background comes from the continuum events. * Those events are
suppressed with the cut on |cosfr| < 0.8 and with the use of the Fisher discriminant in the CP
likelihood fit, see Section 3. The fraction of continuum events, fcont = N]C\‘,’“t, after all the cuts
applied in the region mgs > 5.2GeV/c? is fcont,me = 0.60 £ 0.02 from Monte Carlo simulation
counting. * From the fit on data we find fcont,data = 0.74 £ 0.07, see yield in Table 13. The BB
events have similar event shape distribution to the signal and they have been suppressed with a
tight cut on |AE| < 25 MeV.

The B~ — DYK*~ decay mode has potential sources of physical background °, hard to suppress.
The final state we are considering is:

DK™ = [t ot lpo [(rtn ) om i
The following decay modes have been studied on Monte Carlo simulation and we concluded they

are negligible with the current statistics:

e D} _K*: this decay mode with a relatively smaller branching ratio wrt to the signal, Br(D° —
41) = (7.340.5)-1073. The contribution of this decay mode is negligible after we apply all the
selection criteria. Relevant for the suppression of this background is the cut on cos a K9 > 0.99.

o KYKYK*~: the branching ratio of this decay mode is not reported on the PDG. It is present
in the Monte Carlo BB events and its contribution is negligible after all cuts. No events
have been found on ~ 1 ab™! BB Monte Carlo sample where the decay mode was generated
assuming Br(B? — K'K'K*~) = 107°. We have searched on data for the evidence of this
background considering the D sidebands, (i.e. |mY% — mppg| > 20MeV/c?), and fitting
the mpg distribution after all the selection criteria applied. In Figure 3 we show there is no
statistical evidence of such a signal. It is worth noting that the D° invariant mass region
considered in the mpg fit is almost 5 times greater compared to the one of the B~ — DOK*—
signal region.

3With continuum events we refer to eTe™ — ¢g events, where g = u, d, s, ¢ quarks.
“This estimate depends on the Br we assume for the signal events.
SWe refer with physical background to decay modes with identical final state particles to the signal.
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o D7~ ntzn~: this decay mode has a relatively large braching ratio Br(B~ — D~ rnt71~) =
(1.1 £0.4)% and it includes Br(B~ — D%;) = (6.0 & 3.3) - 1073. We find 3 events of this
decay mode on ~ lab~! BB Monte Carlo sample. We neglect this contribution in the AE
parameterization of the background. We assume a linear distribution in AE for BB events.

o DKO7~: this is identical final state to the signal but the (K%7~) system is decaying with
relative angular momentum L=0 instead of L=1. These events are considered actually as
signal events in the CP likelihood fit as they reach the final state through 6 — w and b — ¢
interfering amplitudes. We will refer in the following to those events as signal Non-Resonant.
It has been shown in [8, 9] that signal Non-Resonant has a relative contribution of < 5%
respect to the DYK*~, in another B~ — DYK*~ analysis with very similar cuts applied.

_ B KKK
< L F RUN1-2-3-4
s 16 S(30) 121£71
3 F S/(S+B) 032
0w e (S+B) 383
8 1F mean 5281.6+ 1.9
S sigma 2.7+00
> 10 csi -18.3+ 80
H
2
a8
6
4=
2=
Eln, Lo b b b b a Lo Ly
2

L |
521 522 523 524 525 526 527 528 529 53
Mg (GeVic?)

g

Figure 3: Unbinned maximum Likelithood fit to the mggdistribution doesn’t show any evidence of
KYKYK*~ signal events on the D sidebands after all the selection cuts are applied.

As in the B~ — D®OK~ analysis, we divide the background events in true D° and false D°
in order to characterize the Dalitz shape. The estimate of the fraction of true D' (R), has been
done on Monte Carlo events by counting. The values are reported in Table 6, together with the

fraction of right-sign D°, RRS = W]\*lgof};:’;cﬂ“_ where h*~ is a candidate K*~. The fraction of

R™S is evaluated requiring the Monte Carlo truth match of the D° and the lundId of the D°. Then
we count the number of true D and D° candidate associated with an A*~ to take into account an
eventual charge-flavor correlation.

Fraction Estimate from generic MC | Estimate from data
Rcont (real D%’s in Cont) 0.21 £ 0.02 0.20 £ 0.06
Rgg (real Ds in BB) 0.18 +0.02 0.20 £ 0.06
RES (D° K*~ in Cont) 0.51 +0.06 -

RS (D K*~ in BB) 0.67 £ 0.06 -

Table 6: D° fractions for background events are estimated from generic MC and data, for the
region |AE| < 25 MeV and mgs > 5.2 GeV/c?. In data we have restricted the mgs region to
5.2 < mps < 5.27GeV/c? to exclude the signal events.

The fractions of true DY have been evaluated also on data considering the mpg sidebands. The
fraction can be extracted from a fit to the D invariant mass using as PDF, a gaussian for the

11



DY signal plus a constant for the background. Due to the small statistics we fixed the mean of
the gaussian to pupo = 1864.5 MeV/c? and the width to opo = 6.0 MeV/c? from signal Monte Carlo
fitted values. Being the fraction of true D identical, within the errors, for BB and continuum
events on Monte Carlo, we have assumed the fractions to be identical also on data. In figure 4 it is
shown the fit to the D" invariant mass distribution for data (left plot) and for Monte Carlo events
(right plot).
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Figure 4: The fit to the D° distribution shows evidence of true D° background events. The events
are selected in the myg sidebands (mps < 5.27 GeV/c?) with all the selection cuts applied. Left:
data; Right: Monte Carlo

1.4 Best candidate choice

In the fit for the extraction of the CP parameters we select one B candidate per event. The best
candidate (per event) is chosen according to the mimimum value of the x? = x?(mpo, mg~):

2 2
9 (mpo —mpo ppa)”  (mg+ —mg=- ppa)
m m =
X ( Do K*) O’%o + O'%(* + F2 x

where o is the experimental resolution on Monte Carlo signal events and 'k« is the intrinsic
width of the K*.

The multiplicity of candidates on data in the signal region (mgg > 5.270 MeV/c?, |AE| < 25 MeV
after all the cuts is Negnq = 1.055 £0.005, see Figure 5. The efficiency of the best candidate choice
for signal events is approximatively epes; = 75%, evaluated on Monte Carlo signal events.

1.5 Data/Monte Carlo comparison

We produced plots for the relevant variables used in the analysis to compare data and MC samples
after all cuts are applied but the one on the plotted variable. The colored histograms represent
the different Monte Carlo component and the points represent the data. Each component is nor-
malized to 208.4 fb~!, the luminosity of the On-peak data. By visual comparison a satisfactory
data/simulation agreement comes out. It’s worth noting the shift in the mgg distribution, that can
be quantified as Ampg = 1.7 MeV/c?.
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Figure b: Distribution of the number of B candidates per event after all the cuts applied in the signal

region mps > 5.270 MeV/c?, |AE| < 25MeV. Colored histograms represent background events and
point with error bars represent data.
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Figure 6: The plots show the data/MC comparison for the relevant variables used in the selection
criteria. From the top left to the bottom right the following quantities are reported: cos(6r), D°
mass, KO mass, AE, K* mass, Fisher, cosfy.;, mgs. The events in the plots are selected applying
all the selection critera but the one on the displayed variable.
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2 PDF for B~ — D'K*" decays

Compared to B~ — D®OK~ B~ — DYK*~ decays are affected by an additional difficulty, conse-
quence of the fact that the natural width of the K* is not small (~50 MeV) and the interference
with the non-resonant B~ — D%(K T)pon—K+ Processes may not be negligible. This changes the
relationships between the unitarity angle v and the experimental observables.

Let’s write the amplitudes of the B~ — (DYX;), and B~ — (DX}, processes, where p
indicates a point in the phase space of the final state and X, is a state with strangeness, as:

AB™ = (DX )p) = Agpe'®er

A(B™ — (D°X[),) = Aype®we™™

AD° — f) = Apels
(

AD® — f) = Ase”r

B~
B~

where A¢p, Aup, Ay and Ay are real and positive. The index p indicates the position in the
phase space of DX, that is, A., Ay, J. and J,, generally vary as a function of p. The subscript
¢ and u refer to the b — ¢ and b — wu transitions, respectively. The amplitudes Acpei‘scp and
Aupei5"P e~ generally include both the resonant B~ — D°/D°K*~ processes and the non-resonant
contributions. The amplitudes for the D° decay can generally include the case where DO —3-body,
for instance D° — K27~ n"; in this case Afei‘sf = f(mZ_,mi) and Afei‘sf = f(m+7 ) that is,
Ay, Af, oy and 65 are functions of the Dalitz plot coordinates m2, where m? and m? < are the
squared masses of the Kgﬂf and Kg7r+ combinations.

The amplitude of the process B~ — D[— f]X; can be written as

AB™ = (D[= f1X;)p) = AgpApe 000 4 A, A pelOur 0771 (5)
From Eq. (5) the rate of the process B~ — D[— f]X; is
(B~ = D[— f]X;) = / dp A2 A+ AL AT+ 2ACpAfAu,,AfRe(ei<6p+6D—v))) : (6)

where 0, = dyp — Ocp and dp = 67 — dy. The rate for the charge-conjugated mode is the one in
Eq. (6) with vy — —v. Analogously, the partial rates T'(B~ — DX, ) and T'(B~ — D"X_") are

(B~ = D'X,) = /dp Az, (7)
(B~ — DX, ) = /dp Az (8)

Following the same notation as in [10], we introduce the quantities 75, k and J,, that will be useful

in the following sections:

s B~ = DYX[) _ [dp A2,

* I(B- — DX;) [dp Agp ’
[dp AgpAyyet®

VI dp A2, [dp A2,

where 0 < k < 1 for the Schwartz inequality and 05 € [0,27]. In the limit of a B —2-body decay,
such as B~ — DK™, we have:

r

(9)

kei55 —

(10)

. _IAB = D'K")
"s B =1 4(B- = DIK-)[’
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A(B~ — D'K")
A(B— — DK-)’ (11)

ds — dp = strong phase of
k—1.

In the case of the DY — K9n7n~ decay, Are®® = f(m%,m%) and Afei‘sf = f(m%,m?%). The
amplitude for the process BT — D[— K2n~n]XJ can be written as

A(BT = D[— K2n nT)X}) = Acpei‘sCPf(mi, mi) + Aupei6”P¥7f(mi, mi) , (12)

and the rate is

K

I'(BT — D[— Kgn 7 1]X]) [f£1? + rilfef + (13)
2krs {cos(0s F v)Re[f+f1] + sin(ds F v)Im[f+ L]}
512+l +

2krs| f£]| | cos(0s + p(mE, m3) F ),

where dp(m?2,m3) is the strong phase difference between f(m%,m2) and f(m2,m?%) and r, k
and d; are defined in Egs. (9) and (10). We have simplified the notation using f+ = f(m?, mi) and
f== f(m%, m2). Let us stress that the parameterization given in Eq. (13) includes both resonant
and non-resonant (K )T contributions, since the amplitudes in Egs. (1) and (2) include both. The
effective (and general) parameterization given in Eq. (13) can be rewritten in terms of the cartesian

coordinates

Topr = Re[krsei(ési”’)],
Yt = Im[krsei(6si7)], (14)

as
[(BT = D[— K¢nnt1XT) o |fe? +rilfel® + 2 [wexRe[f+ f1] + yseIm[f= f1]] - (15)

The functional form of the PDF in eq. 15 doesn’t change when the reconstruction efficiency is not
uniform over the B phase space, as it’s explained in the appendix B.

The measurement of v in this analysis is performed by extracting the terms proportional to
r2 and proportional to krs independently. It is done by using Eq. (15) and fitting simultaneously
for zs+, ys+ and r2. Since the experimental sensitivity to 7 comes from the interference term,
linear in 74, we expect the effect of floating the r? factor to be quite small (as the terms quadratic
in r; are suppressed for 7 relatively small), as shown in section 3.4. This provides an easy way
to extract directly the effective cartesian coordinates from data without any assumption about
the non-resonant contribution and its interference with the resonant signal, with the additional
advantage that both resonant and non-resonant decays contribute coherently to the sensitivity to
v. Toy Monte Carlo studies have proven the feasibility of this procedure for the current data
sample, as described section 3.4. Thus with this method no systematic uncertainty is required to
be assigned due to the presence of B~ — D(K), . _x- decays.

Let us note that this method to account for non-resonant decays is different and significantly
more powerful than that used by Belle in their preliminary measurement using B~ — DYK*~
decays [11]. There the non-resonant contribution is neglected in the signal PDF and considered as
background. Belle evaluates the systematic uncertainty due to this effect to be 8°. The estimate
has been done by generating pseudo experiments with D Dalitz distributions as the result of the
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signal resonant plus a coherent non-resonant contribution and varying the parameters of the non-
resonant component within conservative ranges. The systematic uncertainty has been evaluated
from the consequent variation of the B~ — DY K*~ CP parameters, whose range of variation is not
provided in the paper.
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3 CP fit

The general log-likelihood function and fit strategy used to extract the CP parameters is identical
to that used for B~ — D®YK~ events, as described in section 6 of Ref. [4]. Based on the
background characterization of section 1, we consider four different components in the probability
density function (PDF): signal (Sig), wrong sign signal (SigW$S), continuum (Cont) and BB (BB).

The wrong sign signal component corresponds to real signal events where the charge of the K*
is opposite to that of the B meson due to a combinatorial wrong sign pion from the other B decay
(i.e. the D is seen as D). These are potentially very dangerous events since they are CP-violating
(as signal) but are with opposite sign.

The continuum background component is subdivided into two categories:

e fake (combinatorial) D' (comb);

e real DY (D%). Here we distinguish between real D° mesons with a right sign (RS) random K*
(i.e. D°K*= or D°K**) or a wrong sign (WS) random K* (i.e. D°K** or D°K*~). This
splitting is needed in order to account for the misinterpretation of D decays as D" (and vice
versa), relevant to parameterize correctly the Dalitz structure. This background component
does not contain CP-violating effects.

The BB component includes candidates with either a missing particle or a particle from the other
B decay (like D°(47)K**, D%, D™ K+ and DO%nt), as well as events with a fake (combi-
natorial) D°. This background type contains both non-peaking and peaking components (in mgs
and AF). This component is also split into two subtypes:

e real DY (D°). As before, we distinguish between real D° mesons with a right (RS) or a wrong
sign (WS) random K*. By default this category does not contain CP violation, but a set of
CP-violating parameters has been introduced (by default fixed to zero) for systematic checks;

e combinatorial D (comb).

The PDF P% can then be written as:

PY = fsig(1l — ksigws)PSig + fsighisigws Paig +
fCont {(1 - RCOHt)PE?)Ttb + RCont [Rg(itpgont + (1 - Rg(it)Pgont] } +
mb RS RS\p&
o8 {(1 - RBE)PEOE + Rgg [RBEPSE +(1 - RBE)PSE] } (16)

where

e o =D D% and @ denotes the CP conjugate state of «;

fj is the fraction for component j = Sig, Cont, BB;

ksigws is the fraction of wrong sign signal relative to (right sign) signal;

Rcont (Rgg) is the fraction of real D°/D° in Cont (BB) background component;

RRS (RE%) is the fraction of right sign D°/D° in Cont (BB) background component;
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e 77 is the PDF for component j and real D (o = D% or DY (a = DY), while ch-°mb is the
PDF for component j and fake D°. P (and similarly 73;-°mb) is parameterized as follows:

PE = PO(mis)PR(F)PR (m2,m2) | (17)

where Pf‘(mi,m%) is the Dalitz plot dependent part of the PDF, corrected by efficiency
variations across the Dalitz plane, e(m?,m?2). Pgig(mi,m%) is given by Eq. (15). In the
current analysis we used an isobar model to parameterize the D — K7+ 7~ Dalitz structure
(described in Ref. [4]), while we use a K-matrix formalism [5] as alternative parameterization
to estimate the Dalitz model uncertainty (section 5). A similar expression applies for fake
D%s (comb), where ch-°mb(mi,m2_) can be estimated for ; = Cont,BB from Monte Carlo
simulation, and for the case of Cont events can be compared to sideband and off-resonance
data to asses the agrement between the simulation and the data. Pf(mﬁ_,mQ_) for j = Sig
contains the CP violating terms (i.e. it is sensitive to the angle ) , while P§(m%,m?) for
j = Cont, BB and P;-°mb(m3_,m2_) do not. An independent set of CP-violation parameters
has been considered for 5 = BB (by default fixed to zero) in order to study systematic errors
induced by residual CP violating channels contributing to the BB background. It has been
verified that for the cuts used in the CP fit the correlations among the variables are either
negligible or have no effect on the CP measurements. In particular, the correlation of Fisher
with mpg has been found to be negligible for all the background components (smaller than a
few per cent). For signal it is at the level of 2.9% (see Fig. 7). The effect of this correlation
has been verified to be completely negligible on all the CP parameters being measured in this
analysis.

[ Fisher vs mES: Correlation Factor=2.9e-02 |

Fisher (A.U)
© o =
u o o = o1

N

-15

P I L T I L
6 5.265 5.27 5.275 5.28 5.285
mgg (GeVicY)

QTTT
o

Figure 7: Fisher-mggs correlation for B~ — DYK*~ signal events. Even for background events the
correlation was found to be negligible.

Contrary to the B~ — D®K~ analysis [4, 12], now we do not use AF in the PDF, Eq. (17).
This is motivated by two facts: i) we apply a signal only AFE cut (|JAE| < 25 MeV); ii) there is
1o equivalent B~ — D07~ background in B~ — DYK*~ events. Note that the main reason
to use AE in the PDF was to provide discrimination of remaining B~ — D™z~ events in
the B~ — D®OK~ AF signal region. Moreover we do not have at hand a suitable control
sample % from which we can fix the shapes of the AE parameterization and the extraction
from the B~ — DYK*~ data themselves suffers the effects of a low statistics sample. The
GLW and ADS B~ — DYK*™ analysis [8, 9] relies also on mpg only.

®Qne possibility we have considered is a B~ — Doa; sample but this is not yet available.
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The extraction of the Sig, Cont and BB component fractions, selection PDF shapes and CP
parameters is performed using an extended unbinned likelihood function

efnnN No
Lewt = NI H H PQ(Z) ) (18)

o =1

where P (i) is the total PDF given by Eq. (16) for event ¢. Here, N = Npo+Np, is the total number
of observed events, and 7 its expected value according to Poisson statistics. The normalization of
the PDF is performed separately for BT and B~ events and uses numerical integration dividing
the Dalitz plot into a grid of Ng.iq X Ngpiq cells, where typically Ng.;q = 200, which corresponds to
3.5 MeV precision on the Ko7+ and K27~ masses. Let us emphasize that Eq. 18 depends only on
the D Dalitz variables since we integrated over the B Dalitz variables, as shown when obtaining
Eq. 15. This the normalization of the PDF only requires integration over two Dalitz variables.

As in the case of the B~ — D®)OK~ analysis [4, 12] the CP fit to the B~ — D°K*~ data is
performed in two steps. First, the yields and PDF selection shapes are extracted from a combined
fit to B~ — D°K*~ and B~ — D7~ data, excluding the Dalitz information (i.e. P;* does not
include P;“(m?i_, m?)). Not all parameters can be extracted simultaneously from the B~ — DYK*~
data and some inputs are needed from either Monte Carlo or control samples, as described in section
3.1. Second, the Dalitz fit is performed fixing the selection PDF shapes to the values previously
found and floating the yields and CP parameters.

3.1 Inputs

We describe in this section the inputs used in the CP fit.

3.1.1 Selection PDF shapes

Figure 8 shows the mgs, AE, and F PDF shapes for Sig, Cont and BB components, from generic
Monte Carlo. The AE PDF shapes are shown here but are not used in the CP fit, as described
previously’. Ounly the mgg PDF shapes for BB are taken from the simulation, the others are
either extracted from the fit to the B~ — DYK*~ data or from control samples. For mpg we
use a Gaussian for Sig, an Argus parameterization for Cont, and a Gaussian (with width fixed to
3.8 MeV/c?) plus an Argus function for BB. The fraction of peaking background, defined as the
fraction of the Gaussian peak with respect to all the BB background (in mgs > 5.2 GeV/c? region),
is found to be (13.3+3.1)%. The mgg shape for Cont is assumed to be the same for B~ — DYK*~
and B~ — D%, as verified comparing generic Monte Carlo for B~ — DK*~ and B~ — D7~
data. For Sig we use a common mgg resolution, while the mean value is taken different for B~ —
D°K*~ and B~ — D% in order to accomodate the apparent shift of Amps = 1.7 MeV/c? for
B~ — DYK*~ data. The MC values are used as starting point for the fit. The Argus end point is
left floating and assumed to be the same for B~ — DYK*~ and B~ — D%z~ data. It was verified
that the apparent mgg shift for B~ — DYK*~ does not move the endpoint (this was checked by
allowing two independent Argus endpoints, one for B~ — DYK*~ and one for B~ — D7 ). The
F discriminant is parameterized using two Gaussians, and the actual values of the parameters for
Sig+BB and Cont are taken common between B~ — DYK*~ and B~ — DYr~ data. Table 7
summarizes the values of the fixed parameters from MC, as well as the extracted from the yields
and shapes fit (section 3.2).

"The interval AE € [—60,100] MeV has been chosen in order to obtain a sufficiently large sideband while keeping
outside peaking contributions from B decays with missing particles.
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Figure 8: B~ — D K* mgs (left column), AE (middle column) and F (right column) shapes from
Monte Carlo for Sig (top row), Cont (middle row), and BB (bottom row). The AE PDF shapes are
show only for reference since they are not used in the CP fit. Only the BB mys shape parameters
are fized to values found in Monte Carlo (as shown in Table 7). The Argus Cont and Gaussian
Sig resolution parameters are extracted from the B~ — Dz~ control sample, while the Gaussian
mean value is determined from B~ — DYK*~ data. The F shapes in the final CP fit are extracted
from the B~ — D1~ control sample (as given in Table 7), while the values indicated in this figure
correspond to the Monte Carlo samples. The myg distributions are obtained for |AE| < 25 MeV,
while the F distributions are for |AE| < 25 and mgs > 5.272 GeV/c?.
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Shape parameter
mMEs
mesArgMax 5.2893 £ 0.0002 GeV
mesContArgPar —23.7+£3.8
mesSigGMean 5.2811 £ 0.0004 GeV
mesSigGWidth 2.15 £0.08 MeV
mesBBCombArgPar —27 £ 8 (fixed from MC)
mesBBPkgGWidth | 0.0038 £ 0.0014 (fixed from MC)
fmesBBPkg 0.133 £ 0.031 (fixed from MC)
f
fiContG1Frac 0.55 £ 0.05
fiContG1Mean —0.463 £0.014
fiContG1Width 0.220 £0.014
fiContG2Mean 0.14 £ 0.07
fiContG2Width 0.461 £ 0.023
fiSigG1Frac 0.551 £+ 0.031
fiSigG1Mean —0.176 £ 0.026
fiSigG1Width 0.326 = 0.014
fiSigG2Mean 0.681 £ 0.028
fiSigG2Width 0.311 £0.015

Table 7: B~ — DYK*~ shape parameters as extracted from the mps and F B~ — D°K*~ /B~ —
DO~ combined fit. Only the BB mgs shapes are taken from simulation.

3.1.2 Efficiency and Background Dalitz shapes

The Dalitz model PDF has to be corrected by efficiency non-uniformities across the Dalitz plot,
e(mi,m%). The correction has been obtained by performing an unbinned fit to a third order
polynomial to the signal Monte Carlo where the D° was allowed to decay isotropically (phase
space),

P(z,y) = l1+4a (z+y)+a (z*+y° +ay) +as (2° +y° + 2%y + 297) . (19)

The parameterization has been symmetrized for z = m%r and y = m? . Figure 9 shows the Dalitz
plot distribution and the mi and m? projections for this signal Monte Carlo sample. In this figure
the blue curves represent the result of the 3rd order polynomial fit, and the red curves represent
the projection for a perfectly flat efficiency. It can be seen that except at the borders of the
kinematically allowed region the efficiency correction is quite consistent with a flat distribution.
The resulting coefficients from the fit are given in Table 8.

The Dalitz distributions for the different background components, ch-omb, 4 = Cont, BB, have
also to be estimated and used as input to the CP fit. They have been evaluated from continuum
and generic BB Monte Carlo events after having removed events with real D'’s (using MC truth
information). The selection cuts are identical to those used in the Dalitz CP fit. The distributions
for q¢ and BB have been fitted (unbinned likelihood) to a symmetric second order polynomial
function, as given in Eq. (19) with a3 = 0. The distributions and fit results are shown in Figs. 10
and 11, for ¢¢ and BB respectively. The values of the parameters are given in Table 8. We have
checked the parameterization by relaxing the AE cut to [—60,100] MeV, finding consistent values
for the parameters, as shown in Table 8. The Cont Dalitz shape has also been extracted from
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off-resonance data by selecting the D mass sidebands in order to exclude the real D° (we required
the D° mass to be smaller than 1.85 GeV/c? and larger than 1.88 GeV/c?. Although the statistics
is poor the shape from off-resonance data agrees with that observed from the ¢g Monte Carlo.

Parameters al as as
Efficiency (JAE| < 25 MeV) | 0.312 +0.380 —0.087 £ 0.152 | 0.008 = 0.023
Cont(|JAE| < 25 MeV) —0.545 £ 0.048 | 0.115 £0.015 0 (fixed)

BB(JAE| < 25 MeV) —0.649 £ 0.020 | 0.1476 +0.0085 | 0 (fixed)
Cont(AE € [—60,100] MeV) | —0.583 £ 0.033 | 0.148 £ 0.011 0 (fixed)
BB(AE € [-60,100] MeV) | —0.617 £ 0.016 | 0.1392 £ 0.0063 | 0 (fixed)

Table 8: The wvalues and the errors for the parameters of the third-order polynomial function,
Eq. (19), obtained from the unbinned likelihood fit to the efficiency and Dalitz shape backgrounds
for B~ — DYK*~ cvents after symmetrization of the Dalitz plot (m?Ir vs m2 ), for |AE| < 25 MeV
and mps > 5.2 GeV/c2.

3.1.3 DY fractions

The fraction of true D%’s (R) and right-sign D”’s R for Cont and BB events has been reevaluated
on Monte Carlo events by counting as described in section 1 but now after applying the best
candidate choice algorithm. The values are reported in Table 9, which are essentially unchanged
compared to Table 6.

Fraction Estimate from generic MC
Rcont (real D’s in Cont) 0.205 £ 0.022

Rgg (real D%s in BB) 0.180 £ 0.021

RES (D° K*~ in Cont) 0.53 £ 0.06

RIS (D’ K*~ in BB) 0.67 +0.06

Table 9: B~ — D°K*~ DO fractions as estimated from generic MC, for the region |AE| < 25 MeV
and mps > 5.2 GeV/c?.

3.1.4 Fraction of wrong sign signal (ksigws)

According to the phase Monte Carlo (Sigps) and applying the best candidate choice algorithm, the
fraction rsigws is found to be 0.0043 £ 0.0005 for mgs > 5.2 MeV/ ¢?. Therefore this component
has been neglected in the nominal fit.

3.2 Results from PDF shapes fit

Yields and PDF shapes were first extracted by performing a fit to the B~ — DYK*~ data, following
the strategy described above. Table 7 shows all shape parameters as extracted from this fit. The
fit projections for mggand F are shown in Fig. 12. The corresponding yields are given in table 10.
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Figure 9: B~ — DYK*~ Dalitz efficiency mapping for signal MC (phase space), for |AE| < 25 MeV
and mgs > 5.2 GeV/c? (m%p =m%, m%. =m2, mbhe = my+,—). The blue curve is the result of
an unbinned likelihood fit to a second order polynomial (after symmetrization of the Dalitz plot) to
the B~ — D°K*~ signal Monte Carlo, while the red curve corresponds to a phase space distribution.

Component | DYK* Yield
BB 31 +£26
Cont 260 £ 28
Sig 47+ 9

Table 10: B~ — DYK*~ yields from PDF shapes fit in AE € [—25,25] MeV region.
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Figure 10: B~ — D°K*~ Cont background Dalitz shape from generic Monte Carlo, for |AE| <
25 MeV and mgs > 5.2 GeV/c¢? (m%p = m%, m% = m? and m%e = my+,—). The blue curve
is the result of an unbinned likelihood fit to a second order polynomial (after symmetrization of the

Dalitz plot), while the red curve corresponds to a phase space distribution.
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Figure 11: B~ — DYK*~ BB background Dalitz shape from generic Monte Carlo, for |AE| <
25 MeV and mgs > 5.2 GeV/c¢? (m%p = m%, m% = m2 and m%e = my+,—). The blue curve
is the result of an unbinned likelihood fit to a second order polynomial (after symmetrization of the
Dalitz plot), while the red curve corresponds to a phase space distribution.
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Figure 12: B~ — DYK*~ myg, and F shapes extracted from the fit in the AE region [—25,25_]
MeV, compared to the data. Also shown are the different background components: Sig (red), BB
(green) and Cont (magenta).

3.3 Results from CP fit

Table 11 reports the CP fit results for the cartesian zs1+ and ys1 parameters, as defined in Eq. (14),
with r2 floated as an independent parameter, for |AE| < 25 MeV. In this fit the PDF are fixed to
the values found in the previous step, but the yields are refitted, together with the CP parameters.
The correlation matrix between the five measurements are shown in Table 12. The obtained yields
are given in Table 13. In Fig. 13 are shown the 39.3% and 86.5% confidence-level contours in
the (zs1,ys+) cartesian fit parameter space, corresponding to 1o and 20 two-dimensional ellipsoid
regions respectively. The distance d is the length of the segment between the B™ (circle dot) and
B~ (rectangular dot). The statistical significance of the CP violation will be discussed later in
section 6. Given the good Gaussian behavior of the cartesian parameters, these contours have been
obtained using the standard likelihood ratio method (Aln(Leyp) = 1.0,4.0, for 39.3% and 86.5%
confidence-level regions). The fit projections for mgg and F are shown in Fig. 14. Finally, Figs. 15
and 16 show the Dalitz plot distributions for data and the fit projections, for the all Dalitz fit
events (mps > 5.2 GeV/c?) and for the signal box (mgs > 5.272 GeV/c?).

3.4 Nominal Toy Monte Carlo

The B~ — D°K*~ Toy Monte Carlo samples were generated with parameters for mpsand F shapes
and yields tuned to the data sample (Tables 7, 8, 9 and 13).

These samples are then fitted using the standard procedure (only CP part), using the nominal
D° — K77~ Dalitz model. Figure 17 shows the residual, error and pull (defined as the residual
divided by the error) distributions of the yields. The equivalent distributions for the cartesian CP
parameters (zs— = reM, ys— = imM, s = reP, ys+ = imP) are shown in Fig. 18. Figure 19
shows the equivalent distributions for 72, For both the yields and the CP parameters (cartesian and
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Table 11: Fit results on data for (z+,ys+) cartesian coordinates for the B~ — DYK*~ decay mode.
The wvalues inside backets are the quadratic (Gaussian) errors calculated from the fit covariance

matriz.

Table 12: Correlation matriz for (zw,yst) cartesian coordinates, for the B~ — DYK*~ decay

mode.

Observable DYK*
Ty —0.19770:505[£0.201]
Ys— +0.2551 0309 [£0.303]
Loy —0.06610:577[£0.234]
Ys+ —0.01175:303[£0.324]
72 0.05170 593 [£0.114]

Observable | z4_ Ys— Tst Yst 2
Ty 1 [1.00x1071 ] 821 x1072 | —4.05 x 1072 | —2.26 x 107!
Yy 1 —20x107%2| 515 x1073 | 3.71 x 1072
Tsi 1 2.16 x 1072 | —2.51 x 107!
Yot 1 2.20 x 107!
r2 1

S

Component | DYK* Yield
BB 45 £21
Cont 251 + 24
Sig 42 + 8

Table 13: B~ — DYK*~ yields from the CP fit.
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Figure 13: 39.3% (dark blue) and 86.5% (bright blue) confidence-level countours, corresponding to
lo and 20 two-dimensional ellipsoid regions, in the (rs+,ys+) cartesian fit parameter space for
B~ — D°K*~. Solid (dotted) contours are for B~ (BT ) decays. Given the good Gaussian behavior
of the cartesian parameters, these contours have been obtained using the standard likelihood ratio

method, Aln(Legzp) = 1.0,4.0.

r2) the fit behaves well: no significant biases are observed and the Gaussian behavior is satisfied.
There is good agreement between the fit errors on data (red arrows) and those predicted by the MC
experiments. The distribution of log-likelihood values for the nominal Toy MC is shown in figure
20. The arrow indicates the value found on the data sample, which provides a good goodnes-of-fit
(about 50%).

In order to check wether floating r2 increases the statistical error on the cartesian coordinates,
a similar Toy Monte Carlo study was performed using a configuration where r? was generated
and fitted with a fixed value of 0.04, corresponding to a rs ~ 0.2. The usual residual, error and
pull distributions for the cartesian CP parameters, shown in Figure 21, reveal that the statistical

sensitivity is essential unchanged with r2 either fixed or floated.
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4 Experimental systematic uncertainties

Table 15 summarizes the main systematic uncertainties of the measurement in cartesian coordinates,
for the B~ — DYK*~ decay mode. For comparison, we indicate the Dalitz model systematics by
using the K-matrix model and the CLEO model (old method).

Source Tt Yst Ty Ys—
mgs, F shapes 0.098 | 0.116 | 0.079 | 0.116
Real D° fraction 0.028 | 0.036 | 0.033 | 0.025
Right sign D"’s 0.033 | 0.047 | 0.032 | 0.042
Efficiency in the Dalitz plot || 0.067 | 0.091 | 0.059 | 0.044
Tracking efficiency 0.008 | 0.011 | 0.010 | 0.012

Background Dalitz shape 0.038 | 0.091 | 0.044 | 0.087
Invariant mass resolution 0.003 | 0.002 | 0.002 | 0.002
Dalitz amplitude and phases || 0.004 | 0.014 | 0.008 | 0.008
SubTotal 0.132 | 0.184 | 0.118 | 0.160

Dalitz model (K-matrix) 0.007 | 0.006 | 0.008 | 0.006
Dalitz model (CLEO model) || 0.033 | 0.046 | 0.034 | 0.034
Total (CLEO model) 0.136 | 0.190 | 0.123 | 0.163

Table 14: Summary of the contributions to the systematic error in cartesian coordinates (xst,ysy).

In the following subsections we describe how each systematic uncertainty contribution in the
cartesian coordinate space has been evaluated.

4.1 mys and Fisher shapes

The effect of fixing the PDF shapes in the CP fit has been evaluated by performing a simultaneous
PDF shape and CP fit. The CP and shapes fit is performed simultaneously to the B~ — DVK*~
and D7 samples, with shapes fixed and floated. The systematics was then taken as the quadratic
difference of the errors reported by the two fits. The mgg endpoint in the Argus parameterization
is left floating in the nominal fit. In the estimate of the systematic error we have also evaluated the
effect of the fraction of peaking BB background, which is fixed in the nominal fit. We have varied
that fraction within the error calculated on signal Monte Carlo. Similarly we have evaluated the
effect of fixing the shape (from Monte Carlo estimate) of the BB Argus parameterization for mgg.
In all cases the difference between the central values of the two fits is well below the statistical
difference.

4.2 Background composition

The fraction of real DY has been estimated from data and Monte Carlo as explained in Section. 1.3,
the two values agree within the error. The uncertainty due to the fraction of real D%’s in background
(table 9) is estimated by varying this parameter within its statistical error from the D’ mass fit on
data, and then repeating the fit to the data sample. The larger between the half difference between
the two fits and the quadratic difference of the fit errors is assigned as systematic uncertainty.

A potential difference in the number of real D”’s in the continuum background between B+
and B~ events could fake CP violating effects in the signal. No significant difference between B
and B~ has been found in MC. Nevertheless, we account for any potential effect by introducing an
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independent set of CP parameters for the continuum background with a real D°. By repeating the
nominal fit with this new set of parameters we found a negligible impact on the CP parameters.

The fraction of right sign (RS) D"’s is taken from MC simulation. We have estimated this
contribution from the variation of the CP parameters in the fit to the data sample when a value
of 0.5 is assumed instead of the nominal values (given in table 9). As before, we take the larger
between the difference of central values and the quadratic difference of fit errors. The change
observed on the CP parameters is consistent with the larger between the bias and the rms from a
set of Toy MC experiments generated with the nominal value and fit with 0.5.

4.3 Dalitz efficiency

To estimate the effect from the Dalitz efficiency the nominal CP fit was repeated by assuming a flat
distribution instead of the nominal 3rd order polynomial parameterization (table 8). In addition,
we have evaluated a systematics due to tracking and K{ reconstruction efficiency over the Dalitz
plot. It has been evaluated by repeating the fit using alternative values of the 3rd order polynomial
parameterization coefficients with: i) the tracking efficiency correction applied on the 2 pions from
the DY decay and the bachelor kaon (table 10 of Ref. [4]); and ii) tracking efficiency correction
applied to the pions from the K? decay (table 11 of Ref. [4]). In all cases, we take the larger
between the difference of central values and the quadratic difference of fit errors. The uncertainties
from the two corrections have been added quadratically.

4.4 Dalitz shape for combinatorial background

The correction for Cont and BB combinatorial background is obtained from Monte Carlo simulation.
The systematics from this correction is estimated from the difference on the CP parameters when
flat distributions are assumed instead. We take the larger between the difference of central values
and the quadratic difference of fit errors. As further check we have varied the parameterization
for the combinatorial background using a third order (most general) two-dimensional symmmetric
polynomial function and a second order (most general) two-dimensional polynomial function. The
effect due to the alternative parameterizations was compatible with the systematic error we have
quoted.

4.5 Limited mass resolution

The nominal Dalitz model assumes perfect mass resolution. Given that all the resonances present
in the D° — K%7T7~ decay are quite wide compared to the estimated mass resolution (about
4 MeV? for a K977 mass squared of about 1 GeV? [13]), we expect the effect to be completely
negligible. Only the w(782) has an intrinsic width comparable to the mass resolution (about 6
MeV? for a squared 77~ mass of 0.8 GeV? [13]), but the sensitivity of the CP parameters is
in this case suppressed. To evaluate the effect of the limited mass resolution on the Dalitz plot,
two different fits were performed to the reweighted signal MC (see section 10.3 of Ref. [4]). The
first fit used the reconstructed Kon ™ and K27~ masses, while the second was performed with the
MC truth masses (perfect resolution). The difference of fit values was taken as our systematic
uncertainty. The errors from the fit for the different parameters were basically unchanged between
the two fits.
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4.6 Statistical errors on Dalitz amplitudes and phases

The phases and amplitudes of the Dalitz model are fixed to the values found from the fit to the
high statistics D** — D%r} sample. We expect that the effect coming from the statistical errors
on the Dalitz amplitudes and phases is not large . We estimated its effect in the B~ — DK~
analysis by performing a simultaneous DK and D** — DYr fit with all these parameters floated,as
documented in [12] (table 11 and sec. 3.7). The uncertainty was taken as the largest value between
the difference of central values and the quadratic difference of the errors reported by the two
fits. The difference of central values is in all cases consistent with the quadratic difference of the

statistical errors.

4.7 Wrong sign signal fraction

Due to the very small value of ksigws found in the Monte Carlo simulation, 0.0043 & 0.0005, this
effect is completely negligible.
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5 Dalitz model systematic uncertainty

The systematic uncertainty related to the phenomenological parameterization of the D° decay am-
plitude represents the main systematic error of the analysis. In the ICHEP analysis, we estimated
this effect using alternative amplitude parameterizations, as the CLEO model [4, 12] and the model
without the oy, o9 scalar (77 ~) resonances. Variations of the parameters for the Breit-Wigner
functions, for the vertex factors and of the Blatt-Weisskopf factors gave smaller effects. Although
o1 and o9 are not estabilished resonances, we introduced them in the Dalitz parameterization to
better fit the data distribution. In this updated analysis, we have used the K-matrix technique
to parametrize the (77 ) S-wave contribution, as documented in BAD1237. It is a more appro-
priate technique to parametrize the scalar (777~) S-wave amplitude, which removes the explicit
dependence on (not-estabilished) scalar resonances. Conservately we have decided to quote both
the errors obtained with the CLEO and the K-Matrix alternative models, reported in Tables 15, 16
for the B~ — DYK*~ decay mode. The exp-by-exp distributions are shown in Figures 22, 23,
24, 25.

Source Tt Ys+ Ty Ys—
Dalitz model (CLEO) 0.0326 | 0.0460 | 0.0340 | 0.0335
Dalitz model (K-Matrix) || 0.0073 | 0.0065 | 0.0083 | 0.0060

Table 15: Systematic errors, due to the D° amplitude model, on the cartesian coordinates, (Ts+,ys+)
for the B~ — D°K*~ decay mode.

Source krs | v (deg.) | 05 (deg.)
Dalitz model (CLEO) 0.0452 8.9 11.0
Dalitz model (K-Matrix) || 0.0152 3.2 2.2

Table 16: Systematic errors, due to the D° amplitude model, on the physics parameters, kry, v, 0,
for the B~ — DYK*~ decay mode.

For completeness we report also the estimates of systematic error due to the DY amplite param-
eterization for the B~ — D®/K~ decay modes in Tables 17, 18. The exp-by-exp distributions
are shown in Figures 26, 27, 28, 29.

* *

Source T4 Yt T_ y_ i YL x y-
Dalitz model (CLEO) 0.0317 | 0.053 | 0.0187 | 0.0215 || 0.0251 | 0.0676 | 0.0222 | 0.0270
Dalitz model (K-Matrix) || 0.005 | 0.007 | 0.0025 | 0.0033 || 0.0031 | 0.0045 | 0.0068 | 0.0061

Table 17: Systematic errors, due to the D° amplitude model, on the cartesian coordinates
(t,ys,xh,yL) for the B~ — DK~ decay mode.
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The systematic error

for each component is quoted as quadratic sum of the bias and the rms.
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d(D*YK) CP fir parameters using the reference and the CLEQ Dalitz models for the B~ —

Figure 28:

DWOK = decay mode. The systematic error for each component is quoted as quadratic sum of the

bias and the rms.
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Figure 29:

DWOK = decay mode. The systematic error for each component is quoted as quadratic sum of the

bias and the rms.
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*

Source rg | Y(D°K) (deg.) | 6(D°K) (deg.) || 15 | 7(D*'K) (deg.) | d5(D*°K) (deg.)
Dalitz model (CLEO) 0.027 10.7 14.0 0.027 10.1 13.1
Dalitz model (K-Matrix) || 0.004 1.7 2.2 0.003 1.3 2.1

Table 18: Systematic errors, due to the D° amplitude model, on the physics parameters rg, 7(DK),

6p(D°K), 1%, v(D*K), 6p(D*°K) for the B~ — D®OK~ decay mode.
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Figure 30: Two-dimensional projections in the krg — -y planes of the three-dimensional one- (dark)
and two- (light) standard deviation regions, for DK**.

6 Frequentist interpretation of the results

A frequentist analysis [7] has been used to interpret the constraints on zF and yF in terms of

p = (krs,0s,7). A frequentist (Neyman) construction of the confidence regions of p = (krs, ds,7)
based on the constraints on z¥ and yF has been adopted [7]. Using a large number of pseudo-
experiments corresponding to the nominal CP fit model but with many different values of the CP
fit parameters, we construct an analytical (Gaussian) parameterization of the PDF of (zF,yZ)
as a function of p, as described in [12]. For a given p, the three-dimensional confidence level
C(p) = 1 — a(p), where a(p) is calculated analytically by integrating over all points in the fit
parameter space closer (larger PDF) to p than the fitted data values. The one (two) standard
deviation region of the CP parameters is defined as the set of p values for which «(p) is smaller
than 19.9% (73.8%).

Figures 30 show the two-dimensional projections in the krg — v planes, statistical plus experi-
mental systematic error , for DK** decay mode. The small statistic of the D?K* signal sample is
not sufficient to put significant contraints on the v value itself. A combined measurement of v is
possible, using the analogous measurement for the D°K and D*°K decay modes. In this case we
have a 7-dimensional space for the true parameters p = (1,75, krs, 0B, 0}, 0s,7y) and 12 measured
cartesian parameters, 4 for each DK, D**K, DYK* decay mode. Figures 31 show the countours in
the (wgg , yg)) ) planes at 39.3% (dark) and 86.5% (light) probability content and the two-dimensional
projections in the rp — v and kry — 7 planes for (d) DK, (e) D*°K, and (f) D'K*. The errors
are statistical plus experimental systematics. The region of 1 (2) sigma equivalent 7D-ellipsoid
corresponds to the one where «C' is smaller than 0.52% (22.02%)

The combination yields y = (67 £ 28 13 & 11)°, where the first error is statistical, the second
is the experimental systematic uncertainty and the third reflects the Dalitz model uncertainty.
The contribution to the Dalitz model uncertainty due to the description of the w7 S-wave in
D° — K27 7" is 3°. From this combination krs is constrained to be < 0.50 (0.75) at one (two)
standard deviation level. It is worth noting that the value of kr; depends on the selected phase
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Figure 31: Top raw: contours at 39.3% (dark) and 86.5% (light) probability content (statistical
only) in the (:vgg,yg))) planes for (a) D°K, (b) D**K, (¢) D°K* separately for B~ (thick and solid)
and BT (thin and dotted). Bottom raw: two-dimensional projections in the rg — v and krg —
planes of the seven-dimensional one- (dark) and two- (light) standard deviation regions, for (d)

DK, (e) D*°K, and (f) D°K*.

space region of B~ — DY(KJ7~) events without introducing any bias on the extraction of .

The constraint on +y is consistent with that reported by the Belle Collaboration [14, 15]. How-
ever, since our data favor smaller values of r5*) and kry we estimate a larger statistical uncertainty,
in agreement with the expected scaling due to the differences in the measured values.
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A  Model dependent parametrization of the B~ — DK*~ ampli-
tude

We have written the decay amplitude and rate in the most general way in Egs. (5) and (6). To
give a complete picture, in the following part of the section, till eq. 27, we’ll describe how the
quantities 7“ , Ts+ and ys4 in eq. 15 are related to the analogous quantities for the B~ — DK*~
and B~ — D(K ) pon_ K+ Parts. However, we want to stress that the measurement of -y is done by
extracting 7“5, Zs+ and ys+ with the PDF in eq. 15 and we don’t need to know anything else.

We split explicitly the amplitude in a resonant (B~ — DK*~) and non-resonant (B~ —
D(Kn)_ ., ) part, and we make explicit the dependence on the (K7)~ helicity angle 6y taking
into account that the signal component is p-wave and the non-K* is s-wave (this is an assumption.
The result obtained in eq. 22 is still valid for a P- or D- wave assumption, if the neglect possible
distortions from a non-omogenous reconstruction efficiency). We write Egs. (5) and (6) as:

A(B™ — (D[~ f]1X]),) = \fcosegAfp \fAHOH Ko (20)

/d|An0n K*

V3 cos 0y / dpRel AL (Aon K7 y7) (21)

DB = (D= f1X7) = 5 cos? 0 [ dplafy P+

where Affp* is the contribution of B — DK™* and A?;“*K* is the contribution of B~ — D(KT)pon— K-
If we consider the decay rate after integrating over the helicity angle, the interference term cancels
out:

I(B~ = (D[ f]X,) /dp|A |2+/dp|,4n°n K* (22)

The cancellation of the interference term proportional to cos @y simplifies the relationships a lot
and reduces significantly the effect of the non-resonant contribution, but it’s not strictly valid if
the experimental efficiency is not symmetric over cos 8. Therefore the validity of this assumption
will be checked and if necessary a systematic error will be assigned. Integrating over the helicity
angle @y and using the result in Eq. (22), Eq. (15) transforms to

T 0 — +170+F o, (PR 0ering) . 2
(5% - Do KYr K)o 52+ Do) ey 29
(zsry + PETsNRE) (ysr + P2YsNR+)
2 < Re i+ € Im i,
where
Tspe = Relkprope’ > n=1],
Yspe = Im[kprspe’ @R
zsnpe = Relknprsype Ve
ysvre = Imlknproyre’CNEED] (24)
A(B~—DO(K NE
with p? = (B 2D KD gnice) the fraction of the non-resonant contribution with respect to

A(B-—=DOK*") .
cu

the B~ — DYK*" signal. An estimate of this quantity, p?> ~ 0.048, has been performed by for
the GLW and ADS analysis and it’s documented in ref. [8, 9]. The value of p? generally depends
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on the selection requirements, however those analysis applied almost identical cuts therefore the
estimate can be considered attendable also for our selection. Here, the “k-factors” accounts for any
possible dependence of rp and dp over the (K7)  mass system (either resonant or non-resonant).
Comparing each term of Eq. (23) and (15) we find:

2 2.9
2_>7“5R+Pc7”sNR

25
TS 1 +p% 7 ( )
2
TsrR¥ + P TsNRE
T , 26
YsR T PZ?J NR
I i I (27)
(o4

This model dependent parameterization in principle would allow to evaluate the relative amount
of resonant and non-resonant contribution in the B* — D(K21%) decay. Since it has been demon-
strated with ToyMC experiments that it is possible to extract the r2 parameter from data, this
parameterization is not useful for the analysis, however we decided to leave it in the appendix as
reference.
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B Considerations on the efficiency variation over the B~ — D°K2n~
Dalitz plot

The general parametrization of the PDFs in terms of {r?, zs1,ys+} in eq. 15 of section 2 applies
to the general case where the reconstruction efficiency of the B decay varies over the B — DKgﬂ'
phase space. Let us consider eq. 6 and suppose that the relation holds when the reconstruction
efficiency is uniform over the B phase space. In the general case where the efficiency is not uniform
we need to introduce a factor €(p) multiplying each term of the right-hand side of 6, where p is the
point in the B phase space. Eq. 6 can be written as:

I(B~ = D[ f]X / dp (A2, 43 + A2, A% + 240, A A ApRe(@OrH0))) (p) . (28)

If we define A}, = Acp/e(p) and A, = Ayp/e(p) eq. 28 becomes:

(B~ — D[— f1X / dp A’ﬁ,,A? + A'iijf + 24", Af A A fRe(eWp”D—V))) : (29)

Defining rg , k and 0 as:

dp A2

2 L0 Ay (30)
[dp A2,

ket — L iy Al (31)

\/ Jdp A2, [dp A,
we obtain again the eq. 15
D(BY = D[— Kgn n*]X[) oo |fe +rilfel® + 2 [woRe[f f1] + ysrIm[f= 1], (32)

where again zs+ = Re[krse®*)] and ys4 = Im[krset®+7)].
Therefore a non-uniform reconstruction efficiency over the B phase space affects the value of
s, k and ds, but the functional form of the PDF (eq. 32) does not change.
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