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Abstract

The time and flavor structure of the decayB3BJ mesons is exploited to perform the first measurement
to date of the lifetime differenc&l’ /T between the mass eigenstates. The analysis uses fullystescted
B mesons into a flavor or CP (into charmonium) eigenstate aisddased on 81 fo' of data collected
between 1999 and 2002 (Summer’02 data sample). The preagidy of the time evolution of thagég
mesons also provides a place for testing CPT and T invariemaesystem where CP is violated outside
the neutral kaon system, without restrictions imposed bysthall expected value of the lifetime difference,
opening the door to an alternative way for exploring new s/sComplications arise from the presence
of theoretical and experimental competing effects, sudbasbly-CKM-Suppressed decays, direct CP vi-
olation and detector charge asymmetries. A global and samebus fit to the time distributions of tagged
and untagged flavor and CP eigenstates allows the detefammdtthe six independent parameters govern-
ing mixing (Am, Al /T"), CPT/CP violation (Re Imz) and CP/T violation % | g/p|), with maximal
sensitivity and minimal correlation. The analysis resates:

sign(Re\cp)Al' /T = 0.008+0.037(sta+0.018(sysh [—0.0680.084
|g/p|] = 1.029+0.013(stah+0.011(syst [1.0011.057

RQ\CP

| Acp |

Rez = 0.014+0.035(staf+0.034(sysh [—0.0720.101]

Imz 0.038 0.029(stah + 0.025(sysh [—0.0280.104

where the first error is statistical and the second systemalihe square brackets indicate the 90% confi-
dence intervals. In the limit of CPT conservatian< 0), the results are:

ReAcp
| Acp |

sign( )AT /T = 0.009'333stay +0.019(sysh [—0.0690.087

1.029+0.013(staf 4 0.011(sysy [1.001,1.057 .

la/p]
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1 Introduction

The width differenceAl’ between the mass eigenstates in the nellﬁgatystem is a parameter usually
neglected. In the Standard Model, the difference in theydeddths of theBg mesons is CKM-suppressed with
respect to that in thB system. A rough estimate leads to

ATy Al

Tg  Ts
whereA = 0.225 is the sine of the Cabibbo angle, and we have t@{eyil' s ~ 15%. Recently it has been
discussed in the literature (see for example [1]) that a oreasent ofAl" /T would be interesting since it could
provide constraints (or signal, if the measured value tawuristo be larger than the theoretical expectations)
on new physics processes. No experimental measurementéntiy available. Exploting the time and flavor
structure of the decay cBng mesons, the analysis presented in this document will peothd first measure-
ment of A" /T" to date.

x A2 =~ 0.5% (1)

Nevertheless, the precision study of the time evqutioB&ES mesons opens the door for a broader class
of studies, as an alternative way for exploring new phydits neutral-meson system, the violation of the CP
symmetry includes the possibility of CPT violation. The CtR&orem [2, 3], based on very general principles of
relativistic quantum field theories, states that any ordiémetriple product of the universal discrete symmetries
C, P and T represent an exact symmetry. The CPT symmetry leastésted in a variety of experiments [4],
remaining to date the only combination of C, P, T that is o#ras an exact symmetry in nature. However,
precisely because the CPT theorem represents an essalfdialopour present description of nature, it is
appropiate to improve such studies in Bieneson neutral system where the B interferometry provides
an exceptionally sensitive framework [5]. On the other haugberstring theories are not local and therefore
do not necessarily fulfill the conditions of the CPT theore@PT invariance has also been questioned in
the context of quantum gravity [6]. With CP violation in tB@ system already well established [7], testing
simultaneous and consistently the CP, T and CPT discretengyries of the effective Hamiltonian of evolution
to disentangle whether the the CP violation is due to T or CiBlation (or both) is a natural step forward, and
of great interest as outlined above. To date, all CPT viotatests in theBg system have been performed with
inclusive methods iB°B° mixing [8], which provides information about CPT violationly if AT /I # 0. This
analysis will improve the situation significantly.

The outline of this document is as follows. In section 2 we swarize the formalism and derive the general
time-dependent decay rates and likelihood function usdlderanalysis. Section 3 describes the decay modes,
data and Monte Carlo samples. Section 4 provides some glataolut the resolution function treatment and
justifies the motivation for the vertexing cuts applied. {8et5 describes the blinding strategy and in section 6
we describe the assumptions in the nominal fit. Sections Baegort the results and the consistency checks.
Section 9 is devoted to the evaluation of the systematia®riginally, section 10 contains a summary of the
analysis and the results.

Related (main) documentation

BAD#188 [10] Contains the details of the formalism used to calculateithe-tiependent decay rates, as well
as additional theoretical subtleties.

BAD#385 [12] Contains the feasibility and reach studies, together viighvialidation of most aspects of the
fitting procedure, neglecting Doubly-CKM-Suppressed @ffeand exploiting untagged events in a dif-
ferent way. These two features are widely discussed in tbgept document (mainly in appendix A and
B).



BAD#442 [9], BAD#452 [20] The Summer’02 sinfanalysis documentation. Many of the inputs and system-
atics in this analysis are common with the standard $iarzalysis, so the current document will focus
on the aspects specific to this analysis. In some cases wsumilinary some particular aspects common
with the sin B analysis.

BAD#125 [23] The hadronic mixing documentation.

BAD#436 [13] (not needed) Contains the blinded Winter'02 analysis. Aspgresent analysis incorporates
some new features (mainly the treatment of untagged evantsjn order to simplify the reading, we
kept BAD#536 completely independent of BAD#436.

2 Time-dependent decay rates and log-likelihood function

Starting from first principles we derive in this section thegingeneral expression for the time-dependent
decay rates ir¥(4S) decays as well as the final likelihood function including thi different experimental
effects. In order to help our understanding of the main fegtof the PDF we also evaluate the time-dependence
for different particular and simpler cases. For additictetiails about the formalism and the extraction of the
decay rates, see reference [10].

2.1 CoherentB meson formalism

The neutraB meson system is a linear combination of the Schrodingeevitavctions for the mesdB and
its antimesorB°, |W) = a|B®) + b|BP). The time evolution of this combination is governed by thar8dinger
equation,

0¥ ~
IE = HY (2)

whereH is the 2x 2 non-hermitian (probability is not conserved since B3 system decays) effective
hamiltonian,

~ _— Mi1 Mgz > i ( M1 2 >
H = M-iz= —= . 3
2 ( Mi, M2z 2\ Mo 22 ®)
M and [ represent the mass (dispersive) and lifetime (absorppeels of the hamiltonian, both hermitian
matrices.

The eigenvalues of (2) are

A = (M—i%)iF’ (4)

SWe use the notatiohlj, CRj, etc. to represent the matrix elements of the corresporaiiegators in the flavor basis, for instance
Hio = (B°|H|B?).




where

* 2
F = \/<M12—i%> (M;z—ir212> + <6M — i%) (5)

~ My +My; M+l
M=—">%— » =773 ©
_ My —My -T2
M = = Loar=E R @)
The corresponding eigenvectors are
1 0 50
|B1) = N—+(p+|B>—Q+|B>)
1 _
[B2) = - (p-|B%)+a |B%) 8)
with N2 =| ps |2 + | g |?> and
N
0 = — (Mfz—' 212> 9)
D, — i<6M—i6—2r>+F’ . (10)

Inverting (8) one can writte theB%) and| B®) states in terms of the evolution eigenstates,

B) = o (Nea B2+ N, | Ba)
B) = o (Np B Np.[B2) (11)
Their time evolution is given by
B0) = oo (Neae ™ By Ngie ™ By
|B°(t) = —Wlpm('\hp—eiA+t’Bl>—N—p+ei)\t\Bz>) : (12)

When we pay attention to the restrictions imposed by disgginmetries on the effective Hamiltonian (3)
we see that@P, = (B | CP| B?) is the relative unphysical phase betwe@&?) and| B°)):

e CP conservation imposes (M1,CP;,) = Im(I'12CP},) = 0 andH11 = Hyy;

e CPT invariance requireldi; = Hoy;



e T invariance imposes I(M1,CP;,) = Im(I'12CP;,) = 0.

As a consequence, the complex parameter

A = 2<6M—i6—2r> (13)

parameterizes any CPT violation. If either CPT or CP invaréaleads t&M = &I = 0, we have

p=py=p- = F (14)
F=F = \/<M12—i%> <M;2—ir§2> (15)
q=q. —q_ :-(M;Z—i%) (16)
s
a__ | Mp-1¥* an
p Maz—i532
T
Ay = (M—|§>iF. (18)

As another consequence, if CP is conserved themp.

If there are no absortive parts in the effective hamiltorfiagy = 0), theng/p is a pure phaseg =eXand
| g/p |= 1. If there are absortive parts but1o/Ms2 | is small,

la/pl ~ 1—4m[&¥}. (19)
12

From (12) and (8), the time evolution of a state that is ifiitia pureB® or B is (5= (p., p_), = (g4,9-))

|B°(t) = f.(p.ait)|B%)+f(B.at)|B°)

|B%t)) = f (4,mt)|B%)+f.(dmt)|B° (20)
where
o 1 Cidt _int
fL(B.at) = —p+q_+p_q+(p+<1-e +p-ge ) (21)
o 4+9- At iht
CEa) =~ (e e ) (22)
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With a little of algebra, equations (20) can be written in aencompact way as follows:

[BYt) = [g:(t)+2g (1)]|B%)— ‘Wl 2g_(t) | B)

|B(t)) = m 22g_(t) | BY) + [g4.(t) —zg-(t)] | BY) (23)

where
, 6MF—/|2 (24)
g:(t) = %(e-imie-iﬁ) . (25)

The masses$m, mp) and widths(I1,I ;) of the eigenstatesB;) and| By) are related to the eigenvalues
(AL,A_) as:

m=ReA;), m=ReA_) ; M=-2lmAy) , Ma=-2ImA_) . (26)

The oscillation parameters can then be defined as

B )\+—)\,_1 A o
mo= A _§<Am—|7>_F (27)
with
Am=m —nmp = RE()\+ —)\,) , Al =T1—-Tp= 2Im()\, —)\Jr) . (28)

Note thatAmis positive by definition. WheAl' = 0 we havedl" =0 and| g/p|=1

For later use it is convenient also to define

A Al r

with
_m1+mz_Re()\++)\_)_ _1_F1+F2_
== = > =M | I'_T_ > = ImAL+A) . (30)
With these definitions, equations (5) and (24) can be reawittespectively, as
, 1 Al
F' = > Am—i > (31)
and
M — i
z = 2——2 . 32
Am—i4t 32)



The complex-valued functions (25) in terms of the oscilatparameters are:

ge(t) = %efimteft/ZI (efiAmt/ZefAFtM :l:eiAmt/ZeAFt/4> _ (33)

In summary, we have four real parameters which carry inftionan the discrete symmetries of the effec-
tive Hamiltonian, according to the following list:

e | g/p|+# 1signals CP and T violation, withl" # O;

e argq/p # 0 indicates CP and T violation;

e OM # 0 (Rez# 0) means that CP and CPT violation exist;
e Ol # 0 (Imz+#£ 0) shows CP and CPT violation, witkl" # 0.

The fact that Reis primarily connected tdM while Imzis to 8I' makes Remore interesting than lm Let us
note that CPT or T violation requires CP violation, and CRation implies T or CPT violation. As outlined
in the introduction to this document, desintangle whethendlation is due to T or CPT violation (or both) is
one of the goals of this analysis.

So far we have considered the evolution of an isolated neBtmaeson. Charge conjugation together with
Bose statistics require that tB8B° state produced from thé(4S) decay is given in the eigenstate basis by

_

1Y) 7

(IB1) | B2)— [ B2) [ By)) (34)

which evolves as

[ Ytz ) Mgt | By) | By) e M ie M [ By) [By)) (35)

w1

t; andt, are the proper times in the rest frames of the daateson. If we make the change of variables

t:tlJzrt2 . M=th—ty, (36)
equation (35) can be rewritten as
1. . y
YiLa) = e (€45 B) | By) — e By) [ By)) - (37)

If one of theB mesons decays to a final stefteat timety, the partially projected state reads

(f1 | Y(LAL)) = %eiz"t (éMt<f1|Bl>|Bz>—e*M<fl|Bz>|Bl>) . (38)

10



DefininingA; = (f1 | B®) andA; = (f; | BY), from equation (8) we can expand,

1 _
(f1|B1) = N. (p+A1 - Q+A1)
+
1 _
(fr|B2) = N (p-A1+0-A1) . (39)

Using (39) and comparing with (12) for a single isola®dhe partially projected state (38) can be written as

(1Yt a)) = — e 26 PrT PO G B0 A Bo(at))) (40)

V2 N, N_

Let us note the change of variables frgnmAt) to (t1,At), since the overall exponential factor has a dependence
with t;.

If the otherB meson decays to an stafteat timet; (to > t1, i.e. the collapse of the wave function occurs at
t1),

(f Vit A0y = — e 26 PO PO G g 180 -y, | Ba)) . (4D)

V2 NLN_

The normalization factonM is phase-convention independent and depends only pg/p | and pq
(see [10] for explicit dependence) WhaAnh< 0, the collapse of the wave function happent &ut the above
formalism and expressions are still valid.

2.2 Time-dependent decay rates for coherer® mesons

In order to calculate the decay rates, it is convenient toesgithe time-dependence of the decay amplitudes
in terms of theg.. functions. Using (23) and definindy = (f, | B®) andA, = (f, | BY),

Au(fz] BO(A) —Ax(f2 [ BY(AL) = a.g.(At)+a g (AY) (42)

where

a = AlA-AA
a = z(AAr+A)—V1-Z (%A}/Xz - gA1A2> . (43)

From (41), (42) and (43), we obtain the corresponding deatsy r

1 | p+g- +p-q; |?
2 _ = 21/t + +
| (f1f2| Y(t,At)) | 5€ IN.N_ 2

{las Plg.(at) >+ |a [?|g-(at) |* +2Re[a_ag-(At)g; (At)] } . (44)

11



We observe that the time dependence is described by twoakadd functions,

|ge(At) 2 = %e—“/f [cosh(AFAt /2) -+ cos(AmAt )] (45)
and the complex-valued function
g, (At)g_(At) = —%e*m/r[sinh(AFAt/2)+isin(Arr1At)] . (46)

If we replace (45) and (46) into (44),

1 ol P+O-+P-0Gy i

fifa | Y(t,A)) |2 =
| {faf2 [ Y(t,AL)) | 5€ NN |2
1 AlAt 1 . AlAt .
{§c+ cosh<T> + 5C- coJAmAt) — Re(s)&nh(T) +1Im(s) sm(AmAt)}
(47)
where
c. = |afPxlalf (48)
s = aa, . (49)
Note the change of variables froffa, At) back to(t, At).
The coefficients. ands can be written in terms of the base of parameters
Z, Ug= A_]_Az :]:A]_EZ , M= —%A_lgz + apAlAZ (50)
as follows:
¢ = |u Px||zPu P+|1-2|mf? +2Re<f\/1—22uim)] (51)
s = zu U +v1-Z2u'm . (52)

As experimentally the information available for the timersuof the meson evolution is quite poor com-
pared toAt, it is appropiate to work with an integrated probability,

+0 2
hia(80) =] (fa | YO) P = [ - dt] (fafa | YILAD) = Terlor| PO PGy |°
at/2 4 IN.N_ |

{%CJF cosh(%) + %c_ cogAmAt) — Re(s) sinh<¥> + Im(s)sin(AmAt)} .
(53)
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It is convenient to express the coefficients (51) and (5291ims of the well-known convention independent
parametel = %%, whereA andA are, respectively, thB® andB° decay amplitudes into an arbitrary final state.
Assuming tha#, andAg, with k= 1,2, are non-zero, we introduce the parameters

A = %%k:m/pukéek (54)
N = %Ezap%;a p/a| fd® (55)
where
e = |Al/|A] (56)
1 _
k=— = |Al/IA] (57)

Ik

are the ratios of decay amplitudes of Doubly-CKM-Suppréstefavored processes, forfy) =| B%) and

| f) =| BY) states, respectivelydx and 6 are the corresponding® and B phases (overall phase of the ra-
tio of decay amplitudes and the mixing phase). When ther@éssingle process contributing to the favored
and DCKM-supressed decays,= rx. For D®*X7 final states, the amplitudes are expected to be dominated
by the Standard Moddd — ¢ andb — u transitions for the favored and suppressed decays, résggchs
shown in figure 1. The expected relative amplitude of DCKMawoted decays can then be estimated to be
e =k =| VipVed || VéVud |~ 0.02, using the CKM matrix elements values from [26]. In thisewve also have

Bk = —2B —y— & andB, = 2B+ y— &, where B is the mixing €|/ p) phasey the weak decay phase addthe
strong decay phase, which depends on the given final statdlepgonic decays are free of DCKM-suppressed
contributions.

Cabibbo Favored Cabibbo Suppressed
T D
r< 1 r< 1
u d T d
b C b u
B% D* B% i
d d d d

Figure 1: The CKM-allowed~ A?) and CKM-suppressed(A?) diagrams foB — D(*i)TfF/pqE/af decays.
A is the usual Wolfenstein paramater.

When| fi) is a CP eigenstat&k & CP),

gAcp 0
)\ = _—— = r el cP 58
cP 0 Ace la/p|rcecp (58)

where
rece = AL/ A (59)

13



parameterizes CP violation in decdy=¢ 1,2,CP). When there is one single process contributirgy = 1. If
the mechanisms contributing to the decay of CP eigensté¢esi{ave the same weak phase fgg, = —1 and
Nt = +1 modes,

IMAt, = —NitplMAcp

ReA fcp = N fch@\CP . (60)

In order to evaluate (51) and (52) havihg anka well defined, we must distinguish the 4 different final
state configurationg (1 f2), | fif2), | f1f3), | fif3)). For each case we then must evaluateandm, and finally

’u:t ‘2 ) ’m‘z ) u*im7 U+Ui . (61)

These factors are renormalized so thatA; ]2: 1 (A2 may beAcp).

2.2.1 Casq f1 f2>

Uy = A]_Agg()\]_:l:)\z)

m — —AlAzaIO ) (62)
luc 2 = |p/alP {IA P +]A212£2| A1 || A2 | Re(MA) }
Im?2 = |p/q {1+ | A% A2 [ —2| A1 || A2 | Re(A]AS) }
uim = —[p/a® {I A1 P Az [ Ao— [ AL | AT Az [P AL | MF [ A2 | A5}
uut = | p/aP {JAL P — | A2 P42 [ A || Az [ Im (ARAT) ) (63)
where
A , — A —
No=— =¥ N =2 =¢% 64
k | )\k | k ‘ )\k ‘ ( )
and
IMl=la/plre . | A=l p/al (65)
for flavor eigenstatek(= 1,2), and
|Acp| = |a/p|rcecp (66)

for CP eigenstates. Note that the sign convention in theitlefirof g/p can be changed just flipping the sign
of Ak andAy.
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2.2.2 Casd fify)

Uy = A_IAZ (1:]: X]_)\z)
m = _'KIAZ (7\2 — )\1)

lug 2 = rZpy {1+ | A P A2 2 £2[ Ay || A2 | Re(MAS) }
ImP = rdey{I 2P+ A2 —2] A2 || A1 | Re(ApAT) }
uim = =2y {| A2 No= | AN | A2 PI A AT F [ Ad Pl A2 |85 )
wt = r2p {1 [ A A2 2420 [ A || A2 | Im (NAS) )

2.2.3 Casd f1f3)

Ur = A]_A_E ()\1)_\2 + l)
m = —A]_A_E ()\1 — )\2)

lus 2 = rZpo {1+ [ A P A2 [P £2] Ar || A2 | Re(AA5) }
ImP = Zep {IM P+ [ A P-2|M | A2 | Re(MAS) }
uim = —répo {I AP A2 A5 — [ A2 | A | AT+ | As | AT [ A2 | A%}
Ut = r2pp{| A A2 2 =142 | As[[ A2 | Im (AFA5) )}

2.2.4 Casd f1f3)

U = A_I/A_\E%()_\zzl:)_\l)

m = —A_p%% (1- Xl)_\z)

lus 2 = Zpardeo [a/p 2 {IA2 P+ [ A2 £2] A1 || A2 | Re(MjAS) }

ImP2 = Zpirdey [ a/p 1P {1+ | A1 13 A2 |2 —2| A || A2 | Re(NiAS) }

uim = —rZp1rdpy [ /PP {| A2 PA5 — [ A2 [P AL [ N | AL | AT [ Mg [P A2 [ A}
wu = 2prdey | a/p 2 {1 A2 2~ [ A2 +2i [ A2 ][ Ar|Im (NA5) }
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2.2.5 Simplified expressions

In order to help our understanding of the main features ofithe dependence, it is useful to evaluate the
previous equations for several special cases. In some tEsesefficient,, Re(s) and Im(s) will be also
given to first order in the CPT parameter

o lu_ P£[|m[* +2RgzZ'u;m)]
s = zuu® +u'm. (73)

Perfect tagging states

In the case when the flavor final states (reconstructed siitivior events and taggirg) are perfect tagging
states Xk andAg, k= 1,2, are zero), the coefficients simplify to those given in¢ald and 2, for flavor and CP
eigenstates respectively. The same coefficients to firsrrandhe CPT parameterare given in tables 3 and 4.

In the following we identify| f1) as the state used f@&tagging k = 1 = tag), and| f,) the reconstructed
final state, flavorK =2 = flav) or CP k =CP).

Coefficient | f1f2) | f1f2) | f1f3) | f1f3)
Cx =1a/p[ 2112 [ | 1&py (1 [ 2[%) | e, (1 [2[%) | £1&pyrEpa[a/P P17
s 0 répyZ —12p,2 0

Table 1: Coefficients of the time-dependent decay rate feoiflaigenstates (perfect tagging states).

Coefficient | f1fcp)
e |q/p|_2{|)\cp|2:|:|Z|2|)\cp|2:l:|1—22|:l:2|)\cp| Re(z*\/ﬁ ;:P)}
S _|Q/p|_2{|)\CP|22+|ACP|mAgP}
| fifce)
e rém{lj:|Z|2j:|l—22||)\cp|2:F2|)\cp|Re(fﬂ)\’cp)}
s rep1 (z— | Acp | \/H)\gp)

Table 2: Coefficients of the time-dependent decay rate foeiGénstates (perfect tagging states).

Coefficient] | fif) || ff) | | fify) )
c. | Ela/p[?| & | rEpo | FrEpariral /PP
s 0 rEpZ | —répy? 0

Table 3: Coefficients of the time-dependent decay rate fopfflaigenstates (perfect tagging states), to first
order in the CPT parameter

After a close inspection of tables 1, 2, 3 and 4, we obsenglieacoefficients.. andsremain unchanged
under a simultaneous sign change/df, Rez and Ré(p. This discrete ambiguity is resolved if we take
Re\¢p = ++/1— (ImAgp)? and then consider as physical paramefdts< sign(Re\ip) and ReRe\ instead
of Al and Re, respectively. We take the product ZRe\p, rather than Rex sign(Re\i.p) because the CPT
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Coefficient | f1fcp)
Cr 1a/p| 72 {| Acp | £1£ 2| Acp | [ReZREN;p — ImZIMALp) }
s —la/pl 2 {IAcp|® z+ | Acr | Ap}
| fifce)
Cs répy {14 [ Acp [ T2 [ Acp | [REZREAGp + IMZmAL,) |
S r&pa (z— | Acp | Acp)

Table 4: Coefficients of the time-dependent decay rate foeigénstates (perfect tagging states), to first order
in the CPT parametex

asymmetries turn out to be proportional tozRe\. [12, 15]. Therefore, the choice of independent physics
parameters that model CPT/CP, CP/T and mixing is:

Re\cp

RegB3e | Imz , BAe | |q/p| , AF/I xsignRe\cp) , Am , T.

The previous tables also provide very useful informationulivhere the sensitivity to the different param-
eters comes from:

e the Al dependence for flavor eigenstates appears to be at secardrofd (from the cosh term) while
it is to first order for CP eigenstates (sinh term). This implthat the precision oAl /T from CP
events scales ag N (N is here the number of events), constant as a functiak"gf, while for flavor
eigenstates the statistical error scales A$'1* for small values oAl /I', while for large values it goes
as 1/v/N1/Ar [17]. Clearly, for small values Al and in the presence of CP violation, even though the
CP eigenstate sample is about 10 times smaller than the Bayemstate sample, it largely dominates the
determination ofAl'. Another consequence of the differgxit dependence for flavor and CP states is the
fact that the PDF for flavor events is symmetric with respedlt=0, so only CP events allow to extract
information about thél™ sign, up to the discrete ambiguity from Re;

¢ the dependence with Réeven inAt) is suppressed by terms linear i for flavor eigenstates. This
implies, again, that for small values Af and in the presence of CP violation, the CP eigenstate sample
largely dominates the determination of&Re

¢ the dependence with Ikap (CP eigenstates) appears to be oddtinand therefore can be resolved from
the even dependence withRe

e the determination of g/p |, Imz and Am is dominated by the high statistics flavor sample due to the
absence of suppression factors.

Overall, the combined use of flavor and CP samples providesnma& sensitivity to all the physics parame-
ters, with small correlations, since they are determinéueeifrom different samples, either from differekit
dependencies. All these features were checked numerigsiltg toy Monte Carlo [12].

Flavor eigenstates With)\2,7_\2 #0,A\1 = Xl =0,z=0,Af =0and|g/p|=1

WhenAy =Ay =0,z=0,Ar =0 and| q/p |= 1, we have, for flavor eigenstates

| Ifafe) | [fify) | [fafy) | | fif)
[ A2 [F+1 rC2:P,1 (1i | A2 |2) rcz:P,z (1j5| A2 |2_) rCZIP,lr(ZZP.Z (|l‘2 B i_l)
[ A2 [ IMA, | —r&pg [ A2 [ IMAS | —rp, | A2 | IMA, r%eréRz | A2 | ImA,

C+
Im(s)
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and for CP eigenstates

| [ fafep) | | fifer)
[Acp[F£1 | répy (1£[Acp[?)
[ Ace | IMAGp | —r&py | Ace | IMAGe

C+
Im(s)

where Im\, = —sin(2B+y+9), Im)_\’2 = sin(2B+y—9) and ImM\;p = —sin(2B+d), 6 being the strong phase.
For B® — JWKO decays, M., = —ncpsin(2B). We recover here the usual expressions used in ti@in
sin(2a) and sir{2p +y) analyses.

Flavor eigenstates With)\1,7_\1 Z0and A, = )_\2 =0

This corresponds to the case when the fully reconstruBtetesons are perfect tagging states (i.e. from
semileptonic decays) but the taggiBig are not:

e Case| f1f))

lus 2 = | p/af|Asf?
ImP? = |p/qf?
uim = | p/ql? AL AL
uut = | p/qlaf?
To first order inz,
ci = [ p/al*{|A1[*£1+2Rez| A1 | ReN; F2Imz| Aq | ImAy}
Res) = |p/q[®{|A1[*Rezt |A1|Re\;}
Im(s) = | p/af® {|As[?Imz— | Ay |ImA;}
e Case| fify)
| Ut \2 = r(ZZRl B
’m‘z = rém“_\l’z_
uim = répy | M| A
s = rép

To first order inz,

ce = rdp{1+|A1[>+2Rez| Ay |REN; +2Imz| Ay | ImAY}
Re(s) = r&p;{Rez+|A1|Rer;}
Im(s) = 1&py {Imz+ | Ay |ImA;}
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e Case| f1f3)

| Ut |2 = rc2:P,2

ImP? = pa|M[?
uim = Frépp| AN
wut = —rép,

To first order inz,

c: = r&pp {1+ |A1]? F2Re| A | Re\; F2Imz| A1 | Re\;}
Res) = r&po{—Rezt|A1|Re\;}

Im(s) = répo{—Imz+ | Ay |ImA7}
e Case f1f3)
| us ’2 = rczzelrczzez la/p ‘2\ A1 ’2
‘ m,z = réeréRz | Q/p\z o
upm = q:rCZIerCZZRZ la/p |2| 7_\1 | AT
uut = _r(ZZer(ZZRZ la/p [ A1 ]?
To first order inz,
¢ = r8prpy|a/p[?{| A 2 £1F2Rez| Ay | ReN) +2Imz| A; | ImA;}
Re(s) = —rczzp,lrcz:ez la/p \2 {\ 7_\1 ’2 Rez— | )_\1 | ReO\’l)}
Im(s) = —r&pirépy | /P % {| A1 |?Imz+ | Ag | ImAL}

From these expressions we observe that DCKM decays in tgetagide induce a sign ambiguity similar
to that described previously, but now involving RgRe\)) instead of R&(p, for BO(B®) tags. It can also be
seen that the parameter Reways appears either multiplied by or added to a term ptapal to R} (ReA?).
Similarly, Imz is always accompanied by a term proportional td]rimA?). This implies that R&Imz) will
be mainly affected by (correlated with) the DCKM real(imzayiy) parts. The dominant dependence wih
and)] is in all cases linear inA1 | and| A1 |. A similar analysis foA1,A1 # 0, A2 = A, = 0 reveals the same
features for the reconstruct&\flavor sample). In this case, however, given that the flaigerestate sample is
analyzed in combination with the CP sample, it is expected@KM effects to be smaller, as will be discussed
later.

CP eigenstatesX, = Acp) with )\1,)_\1 #0

This corresponds to the most general case for fully recoctstd CP eigenstates:
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e Case| f1fcp)

lus 2 = | p/al? {|A[*+[Acp > £2| A1 || Acp | Re(A1AG) }
Im® = | p/qf {1+ A1’ Acp I* 2| A1 || Acp | Re(AiAcp) }
uim = —[p/q|*{| A1} Acp [ Acp— | A1 [ AT+ | Acp P A1 AT | Acp | Ade
uu® = [ p/qf {JALP—[Acp|?+2i [ AL || Acp | Im (AGRAT) } (74)

[us 2 = r&py {1+ | A1 2| Acp [2 22| Ar || Acp | Re(MiAGp) }
Im2 = e {|Acp [P+ A2 =2 Acp || A1 | Re(Agphy) }
uim = —rZp; {| Acp | Aep— | A1 Mt [ Ace 2 AL | AT [ Ax 2 Acp | AGp
wt = r2py {1 [ A3 Acp 2420 [ A1 || Ace | Im (NAGp) } (75)

Substituting equations (74) and (75) into (73), it can gdasd seen that the coefficients ands remain un-
changed under the simultaneous sign changé oRez, Re\;p, Re\] and R&. The ambiguity can be resolved
if we take R\, = ++/1— (ImAgp)? and the consider as physical paramet§rsign(Re\i.p) and ReRehrp
instead ofAI' and Re, respectively. This solves mathametically the completbigmity. In practice, due to the
poor resolution on RE and R& we may need to fix these parameters. The dependencéjathd]’ is, for
all terms, linear in A1 | and| A1 |. Finally, let us note that the dependence ohlwith ImA is to first order
in Am, while with Re\] is to second order iAmas well as inAl".

Flavor eigenstates With)\z,)_\g #0and )\1,)_\1 #0

This corresponds to the most general case for fully recocigtd flavor eigenstates. For our purposes here,
it is enough to analyze the cas§ f,), given by equation (63):

luc 2 = |p/alP {IM P +]A212£2| A1 || A2 | Re(MAS) }
ImPP = | p/al? {1+ | A P A2 > =2| A1 || Az | Re(A))S) }
uim = —[p/qP {IM A2 [ A= [ A AT £ [ A2 [P A [ AT [ A2 [ A5}
uut = [ p/qP{IA1 P = A2 P +2i [ Ar ][ Az [ Im (ApAT) }

We observe again the sign ambiguity, now involving\E&éRei’z) instead of R&p, for B°(B®). Mathematically
the ambiguity is already resolved once we have solved it re{genstates (assuming a combined analysis of
the flavor and CP eigenstates). In practice, as before, dine feoor resolution on R«iz and Re?,\’l/2 we may

need_to fix these parameters. Let us note that in this caseef@dence with’l/2 and)\’l/2 is linear in| Ay |
and| Ay, | only for theui mterm, while it is quadratic for the rest.

2.3 Note about sign conventions

As described in sections 2.2 and 2.1, the sign conventioptadan this document to defirgg’ p makes use
of the lighter eigenstate. This convention is the same asarBaBar Physics Book [11] and in the PDG2002
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[26], but opposite to that used in the current version ofregfee [10]. TheAl' sign convention, equation (28),

is the same as in the BaBar Physics Book [11] and referendelj@ibopposite to that of PDG2002 [26]. All
the analysis results presented in this document are censisith theg/p convention in the text, but fakl is

the opposite. The consistency of sign conventions betweetekt and the analysis results can be obtained just
flipping the sign of the\l' /T results.

2.4 {|q/p|,\, z} vs{g,&} formalisms

Alternative formalisms can be used to describe flavor and Gfhgi[14, 10]. One of these alternative
choices is a phase-convention independent formalismasialthat used in kaon system phenomenology [15]
({e,d}). To first order in the CPT parametAr-the same as defined in equation 13-, the parametarsld
parameterize CP/T and CP/CPT violation, and are definedsad 2.

Im(Flchikz) + 2i|m(M12CPf2)
ZRQM]_zCPikz) — iRe(F12CPi*2) +2F/

(76)

2N
o0 = _ 77
2RgM1,CP},) — iRl 1,CPy,) + 2F/ (77

whereCP;, = (B? | CP| B®) = e '® is the unphysical relative phase betwé8f) and| B®). The main difference
with respect to the standafd q/p |,A,z} formalism is that it relies on the base of CP eigenstateberdahan
flavor eigenstates. This is then used to make the formalismsgbonvention independent without the need of
introducing a specific decay process to unambiguosly defi@emphysical relative phase betwegthand B°.

This requires, however, of a CP-conserving decay into aiteef@P final state. If the decay does not fall into a
CP-conserving direction (i.e there is CP violation in theadeand/or not perfect tagging states), corrections are
needed in order to define the CP tag appropiately [15]. Thesedations are in practice not easy to introduce,
limiting the application of the formalism.

After some algebra one can obtain, to first order in CPT andnaisy CP conserving decays and perfect
tagging states, the relations connecting the two formaligk]:

e}
12 = z (78)
and
; 1-—¢
%éa - Ie- (79)

From (78) and (79) and taking first order in&&e found the following relations:

1I+[e? — 1+]a/pl?
Ime _ 1ImAcp
7 e —  2]hep] (81)
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1- | € |2 Re\cp

= 82
Tr[ef ~ [heel (62)
R 1-|ef* _ Re\cp 3)
1+ [e214+ g2 | Acp |
Imd
B Imz. 84
I e ]2 mz (84)

2.5 Mistag fractions, B°BC differences in tagging and reconstruction efficiencies andirect CP
violation in tagging and flavor eigenstates

The time-dependent decay rates given in equation (53) lwaie torrected by the fraction® of events
with wrongly assigned flavor in tagging categaxy the mistag fraction On the other hand, differences in
reconstruction and tagging efficiencies 8t and B® can induce biases in the decay time distributions due
to the presence of even terms/h (odd terms do not contribute). Let us define first the quastitised to
parameterize all these effects (we use the same definit®ims[8]).

Wpo is defined as the fraction of tr@8® but are incorrectly tagged &8 for tagging categorw, and similarly
for vvgo. As the mistag fraction can be different f8f andB° due to differences in the material interactions
(especially for kaons), it is convenient to define

o vao +Vv%0

W 2

(85)

and

A = Wgo - W%o (86)

which give, respectively, the mean value and the differesfdtie mistag fractions foB® andB°. With these
definitions,

Wgo = W'+ Aw® /2 (87)
and
W, =W —Aw /2 (88)
Let us define now
te —td
o 1 1
= e (69)
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and
to—t5

90
o+t (90)

wheretf - is the tagging efficiency foB%B° and tagging categorw. Similarly t, > is the reconstruction

efficiency forBY/BP. If we call T® andR the average tagging and reconstruction efficienclés=£ ﬁ and
R= 212, we have

Y =T921+p") t%:T“(l—p“) (91)
and
tb=R(1+v) , t=R(1-v). (92)

The corrected expressions read, for flavor eigenst&@gs,):

BB = tio {8 (1w i (40) + 2wl iy (1)} (93)

and for CP eigenstateBdp):

Elkz (At) = tl((xl(l - ng)hklkz (At) + tkng%lhE1k2 (At) (94)

wherek; = 1,1 andk; = 2,2,CP. The difference among equations (93) and (94) is becayse= —1 (Bcp_)
andns., = +1 (Bcp; ) States are normalized separately, wlﬁi?%v andE(f)la\, are normalized together.

For untagged eventsi(= UnTagged, expressions (93) and (94) still hold, with the followinglations
being satisfied:

1
thjnTagged: WlljﬂTaQQEU — = (95)
2
UnTagged UTagged
0 _ o1 Z N (96)
OTagged
UnTagged _ . UTagged
g =1 Z t ' oD
OTagged

wheredTaggedis the tagging category index for tagged events only. Froh), (86) and (97) it can easily be
verified that

-I—UnTagged - 1- Z T ATagged (98)
OTagged
and
[of (of d
UnTagged _ _ZaTaggedT Tagged |3 Tagge (99)
H - TUnTagged
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CP violation in the decay dB tagging states and flavor eigenstates was explicitely deziun equation
(53) and terms (63), (68), (70) and (72). Alternatively,ande included in equations (93) and (94) with the
replacement% — t%réR1 andt; — t;r%ez (t{ andt; remain unchanged). Equations (89) and (90) should then
be rewritten as

a a2

o - = 100
K t +t2rép, (100)
and
tr —t5rép,
- 2 ERz (101)
2 +6GrEp,

From these expressions we see that the net effect of anybfo&3P violation in the decay @ tagging states
and/or flavor eigenstates cannot be distinguished from myelasymmetry of the detector response.

2.6 At resolution function

The introduction of the resolution effects requires thevodution of equations (93) and (94) with the
resolution function® (At — At’, oat; o ):

—+00
hE{L(ZSOI(At7 On) = R (Dt — A, 0pt; G ) Elkz (At)dAt . (102)

The problem can be reduced to the convolution of a set of fiasisions,

% exp(FTerrAt') exp(iAmAt') (103)
with (123), where 2
T T
Teff = (104)

2FT10T  1FAT/2r

andt = 1/I'. The—(+) sign applies forAt’ > 0 (At’ < 0). The normalization of (102) over a given (finite or
infinite) domain(At;, Aty) can then be calculated from the integral

At

Hele o) = [ hee0 At o ) dAt (105)

1

All the integrals (102) and their normalizations (105) candalculated analytically, and expressed in terms
of complex exponentials and the complementary complex éurction [18]. The integration limitét; and
At, can be the acceptance cutsain(finite normalization) or infinity (asymptotic normalizati). Asymptotic
normalization is used by default in this analysis. The dpecesolution models used in this analysis are
discussed in section 4.
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2.7 Background treatment

In the presence of backgrounds, the PDF has to be extendedltalé a term for each significant back-
ground source. The backgrounds Bxjay andB.pyo = Bcp- States are small and mostly combinatoric. They
are estimated from the beam-energy substituteégnna;_sg 6ideband, assuming a single Gaussian distribution
for the signal and an Argus parameterization for the backgito From unbinned maximum likelihood fits to
the mes spectrum, an event-by-event signal probabilijggg(mEs), for each tagging categony, is calculated.
The corrected general PDF can then be written as

b .
Meie (A 0a) = (1 Fiea) Plg(Meg)igic™ (At o) +
k
fpeakp5|g(mES)hzllrgSOLpea (At GAt) +

{1 pS|g Mes) z 1:|3. Clzllr(leso B(AtvOAt)
(106)

where f¥ and f°‘ -ak are the combinatorial and peaking background componectidres for the given sample.
It is verified that

yig o= 1. (107)

The signal probability is calculated separately for eadgitag category.

For each individual signal and background compongst,sig, peak 3, and tagging categony, the distri-
butions (106) are normalized so that:

Z Hflifso on)dAt = 1, Vj.a (108)
for Bcp events, and
Y HeeM(og)dat = 1, V¥j.a (109)
ko= 22k1 11

for Btjay €VEnNts.

For theB°—J/QKP channel BCPKE = Bcps. sample) the background level is significantly higher witp si
nificant non-combinatorial component, therefore reqgi@am special treatment [20]. The data are used to de-
termine the relative amount of signal, background fildm> J/p X events and events from a misreconstructed
JW — ¢¢ candidate. The Monte Carlo simulation is then used to etaltrge channels that contribute to the
B — JWX background. All this information is used to determine thenposition of theB°—JWwK° sample
from a fit to theAE spectrum after flavor tagging. Moreover, some of the decagiendn the inclusivel/y
background have an expected CP structure. The PDF can tHemindated as
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(AE)ha reso|5|g(At 0At)+
f(AE )N resoll (At o) +

b
higk, (At 0a) = fdg

j=Ju X
fnon—J/qJ (AE) [fgromp

a.resol, prompt o resol,non- prompt
promp (At,0pt) + fron- prompthklkz promP (AL, ont)

kike
(110)
where
fprompt"" anI’F prompt — 1 (111)
and
fgg(AE) + f (AE) + fnon—J/w (AE) = 1. (112)
= X
2.8 The log-likelihood function
The log-likelihood function for tagging categoty(= atagged UNTagged is finally defined as
NS, NS,
BtagBcp— a.0bs BlagBCP— ObS
INnLy = lz In hsgJ (At.,cm i)+ Z 2 gep. (AL, Opi) +
NS,
BiagBcr+ a.0hs BtagBCP+ obs
Y Inhg o (At on) + Z (At oni) +
1 ag ag CP+
;loag B(fJI av b Btang lav b
Z In hgtoo N (At|70At i)+ Z In h—oo—sé (At opt) +
1 agPflav
N9, %
BlangIav b BtaGleIav bS
Z INh%2% (A, 0ni) + z Inh%™°  (Atj, O ) (113)
T Btag flav ag flav

wherele‘lk2 is the total number df, events tagged dg in tagging categorg. The global likelihood function
for all tagging categories is then calculated as

InL:ZInLa. (114)

The use of untagged events provides fundamental advantdigesissed in detail in appendix A: i) allows
the extraction of the detector charge asymmetries simediasly with the physics asymmetries, ii) provides
additional sensitivity to the determination &F /I, and iii) improves the resolution function determination.

An standalone fitting program, callezbt NagFi t , has been developped to find the solution of (148)
and the errors on the fitted parameters. The program has htmfaced to the NAG library [31] and the
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MINUIT package [32]. All the numerical and minimization tmes are based on the NAG library, and the
error estimation relies on the HESSE and MINOS methods of MIN This simultaneous interfacing allows
direct comparison and cross-checking of the fitting resudisg two completely different libraries. As described
in section 8, thept NagFi t fitting program has been cross-checked performing starsiad fits with the
widely usedRoot Fi t Tool s package [18].

2.9 Parameter counting

From the expressions we derived in this section, espedialyubsection 2.2 and 2.5, we can determine
the parameters that contribute to the most general timendiepee ¢, Re(s) and Im(s) coefficients and\t
dependence itself), assming a single final state contshotef,), | f7), | f2) and| f3):

e | AiA; |2 is a global normalization factor, therefore irrelevantdoy time-dependent analysis;

rcpk can be used to parameterize CP violation in decay (3 parasjiete

— rcp1, for tagging side,
— rcp2, for reconstructed side, flavor sample,
— rcpep, for reconstructed side, CP sample;

AT /T, the width difference among® mass eigenstates, aad, the oscillation frequency (2 parameters);

Rez and Ing, the CPT/CP violation parameters (2 parameters);

| a/p |, the T/CP violation parameter (1 parameter);

r, andry are the ratios of the magnitudes of decay amplitudes of DC&Favored processes, f&f and
B° (4 parameters):

— r4,r1, for tagging side,
— I,I, for reconstructed side, flavor sample;

e 6 and 6y are the overalB® and B phases of the ratio of decay amplitudes and the mixing pHase (
parameters):

— 84,64, for tagging side,
- 62,52, for reconstructed side, flavor sample,
— Bcp, for reconstructed side, CP sample.

e wandAw, average mistag fractions and B38° asymmetry (2 parameters)

e v andy, the reconstruction and tagging efficiency asymmetry (2impaters)

When we consider a combined analysis of the flavor and CP siges, we have a total of 8 different
final state configurations: 6 for flavor eigenstates, incigdintagged event®{,, B, BY,,,Blhg: BY. Bl
BBl UntaggedB},, and untagged?,,,) and 2 for CP eigenstate8,, B),). Here we considered all
tagged events as belonging to a single class, and the udtaggats only for flavor eigenstates as a source of
time-integrated information as needed for the simultaset®iermination 0b, pand| q/p | (see appendix A).

For each specific final state configuration the number of iaddent coefficients in the decay rate is, up to a
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sign ambiguity, 2. This can be seen as follows (see [10] ftaild. From (48) and (49) it can be shown that
the coefficientx, ands satisfy the constraint

-2 = 4(Res)?+Im(s)?) . (115)

Sincec. is always positive we can re-parameterize the decay ra)ar(38rms of the coefficients of the sinh,
cos and sin terms relative to the cosh term:

ATAt
2

012\/1—sz—§2sinh<¥> +Slzsin(AmAt)} (116)

| (f1f | V(ALY 2 O ;‘re'At'/T{cosh( >—|—C12005(AmAt)—|-

where
& P—|a P
“2 = a A ()
Im(aia_)
% T e Frar e

The parameteoi, can only take the valuesl since equation (115) fixes only the magnitude of the sinh
coefficient, but not its sign. This gives the 2 independeietfaments per configurations, resulting in a total of
16 independent observations. The basic problem now ishibabtal number of parameters above is 21, so we
require additional assumptions:

e Icp1, f'cp2 andrcpep can be assumed to be ficg; andrcpz are in fact reabsorbed in theandv
parameters, respectively);

e r; andr, can be assumed to be equati@ndr,, respectively, and assume to be knows102 according
to the CKM matrix elements [26]).

With these (reasonable) assumptions we reduce to 14 paanehich gives, in principle, enough observations
to extract all the other parameters. In practice, as digclsssection 2.10 and appendix B, sign ambiguities
and small sensitivity to some of these parameters requdiiachl assumptions.

2.10 Discussion about Doubly-CKM-Suppressed effects

The numerical sensitivity of the CPT/T/CPT/oscillatiorrgraeters to DCKM effects in the tagging and
reconstructed (flavor sample) sides was investigated wsiniylonte Carld, as described in detail in appendix
B.1. The studies confirmed the main features described tioaet.2.5. First, Reis mainly correlated with the

DCKM real parts, while Imzis correlated with DCKM imaginary parts. Second, the seiitsitto the DCKM
real parts is poor lj‘-’ and%"“—alg) or none {Tf:”jv and Frf?l”jv). The poor sensitivities together with the discrete
a tag av av

ambiguities involved will require to fix (e.g. to zero) thgsarameters. Third, DCKM effects akim and Al

4All the feasibility, reach and validation studies when DCHfflects are neglected were described in detail in [12].
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are small since most of the impact is absorbed by the coeftcief the time dependence. Four, the tagging
side gives the largest contribution (assuming a single mlazontributing to the sample, see discussion below).
This is expected in a combined analysis of flavor and CP eigtasssince the tagging side effects are common
to all samples, while the CP sample would contribute to redigpendencies from the reconstructed side of the
flavor sample. In the extreme case of parameters dominatételP sample (e.g. RAmAp) we expect the
effects from the reconstructed side of the flavor sample teelpg small or negligible, as seen in the toy Monte
Carlo studies. From these studies we concluded that thenaptrade-off between statistical precision and
systematic uncertainties induced by DCKM decays requirestroduction of new fit parameters (to be added
to the 6 CPT/T/CP/oscillation parameters), the sines oDIGEM phases, 2 for the tagging side (common to all
samples) and 2 for the reconstructed side (flavor sampléhgsy Monte Carlo, it was verified (for different
DCKM phase configurations) that this fitting configuratiooyides unbiassed estimates for all the parameters,
and the Gaussian errors reported by the fit give a good esvimait the statistical reach, within 10%.

Supposse now that we identifg accurately, but we have a probability of misidentifying f; asff, and a
probability w;, of misidentifying f7 as f1. From equation (41), the time-dependent decay rate canitlermas

%ethl/r | PG +p-qy|?

| (fof2| Y{t,A0) 2 {1 (f21B(At) [ [(1—wa) | Ag [? +Wa | A7 7] +

| NLN- |2
| (f2 [ BO(At)) * [(L—wa) | Ac [P+ | Ap[?] -
2Re[(f, | BO(AL)) (2 | BO(AL))* (1 —wi)AlA] +WiATAL)] ) (119)

with the following relations being satisfied:

A2 = AP

|A_I|2 = r(2:|:>,1|A1|2

’AI\Z = r_%"(Z:RHAlfz

AAL = 1% | AP

AR = Tardeie @ A2 (120)

@1(@) is the relative phase @ (A7) with respect ta\y (A7). From equations (119) and (120) it can easily be seen
that a change in; andry can be completely absorbed in a redefinitiorwef wy, Rg€9), Im(€®), Rge ')

and Im(e~'®). The dependence with andry is quadratic for the former and linear for the latter. Of cmyr

if the real and imaginary parts are either fixed or constdhitoebe within the physical region this is anymore
true since the complete absortion of the effect requiresithh@ltaneous change of all the above quantities. If
for example (our case) Reé®) and Rée ') are fixed to zero, the systematics from their variation freinto

+1 will scale linearly with the largest possible value assdrfte r; andry, while the uncertainty fronn; and

r1 in the sine terms will be absorbed in a redefinition of thedittalue of In{€%*) and Im(e~'%). This feature
was verified using toy Monte Carlo, as described in append2x B

So far we assumed that the final statgesnd f, receive contributions from a single channel. In practice,
the B sample used foB tagging and the flavor eigenstate sample are an admixturéfeietht channels. When
we consider semi-inclusive measurements that do not diggh between different final states, the decay rate
distribution has to be expressed as

[ (fuf2 [ Y(A0) 2 O Y wj | (fujfz | Y(AD) |2 (121)
J
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where the set of final states has been denotefifpfs};. w; are the weights for each final state, and include
relative normalization factors and experimental efficieac The decay rate distribution can be written in the
form of equation (53) with the following substitutions:

lus 2= Y o) fug, |2
]
\m\ZHZw,- [ m; |2
Uim— > U jm;
]
Upu® — % U ju
]

It is therefore expected that multiple channels would tesuan effective single channel which overall effect

would be a weigthed average of each individual channel. Asngaequence, the effects from more than one
channel should always be smaller than the worse possiligesthannel. This was confirmed by a toy Monte

Carlo study, described in appendix B.3. This proves thatii&M systematics extracted under the single
channel assumptio will be conservative.

3 Decay modes, data and Monte Carlo samples
The decay modes considered for the analysis are:

Bcpig Sample: BO—JWKO(rtt 1t andmP10), BO—(29)KO(rtt 1), X1 KO(tHTr);
Jy—erem iy W(28)—ete urpT JW T Xa — Y,

Bepio sample: BO—J/WKY;
Btiav Sample: B°—D ™ (p,a;) andB°— JWK*C. Charmed mesons are reconstructed in the following modes:

D~ — D1 with D° — K10, K1 1, K- e 1, KO i D — K, KO p= — o,
a — e T, KO K.

Control sample: B*—D'"°rtt, B* S JpK*, B* (25K ™, B —xa KT and B+ —JPK*+(Kot). Char-
monium andﬁO mesocr;s ar% reconstructed in the same channels as the mauttas.ﬁ*o mesons are
reconstructed in thB™ — D 1° mode.

Each of these samples is separated by tagging categoryawital of 4 tagging categories: the default
tagger used here is the Moriond Tagger [A236t on, Kaon+KPi , Kaon+Sl owPi , O her), while the
Elba Tagger [21]l(ept on, Kaon, NT1, NT2) will be used as cross-checkinTagged events are also
used in this analysis as an additional tagging category.

The selection cuts for all the modes are the same as thosen@@0, 23]. The data sample corresponds
to an integrated luminosity of approximately 81 fpaccumulated during 5 running periods:

e runi: 9933-17106 (L: 20.78 f})

30



run2a: 18245-20851 (L: 9.07 f8)

run2b: 20852-25007 (L: 26.58 fB)
run2c: 25281-28831 (L: 22.45 1B)

run2d: 28838-29326 (L: 2.27 )

Table 5 summarizes the event yields on the full data sampHIfthe open charm and charmonium modes.
In each case, the(mgs), yield and purity (estimated as the signal fraction for ésevith mgs > 5.27 GeV for
modes other thad/K? and| AE |< 10 MeV for JYKP) are given separately for each mode, and in the case of
charmonium modes it is given f@eanduL Figures 2 to 15 show the unbinned maximum likelihood fit used
to extract the yields and purities given in table 5. The fiss@&rformed to the beam-energy substituted mass,
mes= \/E*2 — p*2, using a Gaussian plus Argus background shape.Jink® channel is handled differently,
using the variabl\E = Ej/lIJ + E;E — Epeam See [20] for details. The fit results to tiA& distributions are
shown in figures 9 and 10. Table 6 summarizes the signal eveds\per sample and tagging category, after
vertexing cuts. These yields have been obtained fromrihgfits in the case of th®s 4, and BCPKSO sample,

and multiplying by the signal fraction in tHeAE |< 10 MeV interval for theBcng sample.

Two different Monte Carlo samples are used: an standard Isartie same as used in [9, 20], and a
dedicated one. The values of the physics parameters usée igeheration of the two samples are shown
in table 7. Each sample contaiB$iav, Bcpyo and Bepye decay modes. The standard sample itself has two
subsamples, one with exclusive charmonium decays andltkee with inclusive decays. The dedicated sample
has only exclusive charmonium decays. The statistics afnstcuctedB mesons (before vertexing cuts and
tagging) is given in table 8, for each mode and sample segardt must be noted that the relative statistics
among the samples as we have in the data was not kept here.

ASCl | files input to the fits are taken from:

/ nfs/farm babar/ AWG36/ CPTAnal ysi s/ i nput/ sunmer 02/ anal - 13/

4 Resolution function and vertexing cuts

The decay time differencAt between the two decaying mesons is calculated from thepositions of
the reconstructed vertices, using threeragetg approximation[27], which uses the measuré4S) boost
(determined on a run-by-run basis) as well as the polar asfglee reconstructe®, therefore accounting for
the boost of thé& mesons with respect to th&€4S). The standar@ABAR algorithm,Bt aSel Fi t , with default
configuration (beam constraints) is used forMzeeconstruction [27]. Only events satisfying that |< 20 ps
andop; < 1.4 ps are accepted, the same as using in the hadronic mixihgsEn@3]. The nominal fit (section
6) does not include in the normalization of the PDF fttecut. The fit including the limited\t range will be
done as well and used to estimate a systematic uncertaiptyodhis assumption. Fits in differeAt andoxg
ranges will be performed as well as cross-check.

TheAt resolution is modelled using two different parameteragi [29].

The first approach, called thereaftelG mode| assumes three Gaussians [23]. Thes component tries
to describe well measured vertices, meanwhiletdéiiiepart accounts for poorly measured decay times. Finally,
there is a small fraction abutliers (a few per mille) where\t is badly reconstructed, partly due to mistakes
in the track reconstruction, partly to tracks from secogpddecays (long living particles and hard scatters).
As the reconstructedt error provides a good (approximate) representation ofdglelution for the core (tail)
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0O Mgs mes Yield Purity
Fig. Mode (MeV) (AE for JWKD) (%)
2 D1t 2564+0.04 7529110 | 920405
D*p 2.974+0.06 4769+ 91 84.1+1.0
D*ay 2.574+0.07 3533+ 92 778419
3 Dnt 250+0.04  8408+136 |809+13
Dp 2874007  4786+113 | 759+1.0
Day 2.4640.08 2689+ 89 65.6+1.0
4 JPK*O ete” | 276+0.09 147745 | 951+0.9
(K*1TF) - | 2.534+0.09 1217440 | 95.9+0.9
all Bfjay 2.644+0.02 34390:275 | 819+0.2
5 JWKY efe” [ 2.68+0.16 683+ 33 932+1.4
(reh ) uru- | 2.624+0.11 746+ 30 981+0.7
6 JWKY efe | 28404 112416 83+3
(TPr0) up- | 3.3+04 143+ 16 91+4
7 P(29)KY efe" | 3.0+05 110+17 85+5
Wy | 26+03 106412 94+ 4
8 Xc1 K9 efe" | 32405 56+9 96+4
urps | 2.6+05 5549 94+5
all Bpy 2.744+0.08 2015+ 55 941+0.8
9 JWKP(EMC) ete — 200+ 17 49+3
Tl — 233+20 4543
10 JWKO(IFR) ete” — 224+ 20 69+4
Tl — 231+20 68+ 4
11 DOt 2554+0.03 15546183 | 823+0.4
DOt 2984005 6177109 | 886+0.4
all B —charm 2.66+0.03 21770:214 | 840405
12 JWK ete” | 275+0.07 2820+ 68 927+0.7
Wty | 2524 0.06 2844+ 61 96.7+0.5
13 P(29)K efe [ 279+0.16 457+ 26 933+1.9
Wy~ | 2514+0.15 409+ 23 96.1+1.6
14 XK ete” | 3.23+0.23 295+ 20 96.2+1.9
- | 2.384+0.18 260+ 19 93+3
15 JWK* efe” | 299+0.18 448+ 26 936+1.8
(KOm) Wy~ | 2.624+0.21 353+ 24 91+3
all Bt —charmonium 2.67+0.04 7882+ 108 944+0.4

Table 5: Event yields, signal resolutions, and signal msifor all the open charm and charmonium decay
modes, from 81 fb' of data (Summer'02 data sample). Results are shown sepyafate)/y — ee~ and
JW — ptu~ channels. The errors on these quantities are the stattistivas from the distribution. Theneg
results, yields and purities were determined from a fit to agsian plus Argus background in @ BE window

(the purity was estimated for the regiogs > 5.27 GeV/¢?), as shown in figures 2 to 15.
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Figure 2: Fits to thengsdistributions in theB® — D*1t(top/left), B® — D*p (top/right) andB® — D*a; (bottom)
channels. Vertexing cuts have not been applied.

Gaussian, it is used to weight the events on a event-by-éyasis, rather than to use a global resolution,
therefore increasing the sensitivity of the analysis tol wetasured events. As the error is still not a perfect
representation of the resolution (especially for the @ihponent) we allow for two global scale factors. On the
contrary, the event-by-evelt error is not a good representation of the resolution for ttiers component,
and in this case a global and fixed (8 ps) resolution is useddds In addition to the increase of the sensitivity,
the weighting of the events according to the reconstruétedrror largely eliminates small differences in
resolution between the different classes of events egténithe analysis. Very small residual effects due to
differences in the scale factors can then be consideredrasffihe systematic uncertainties. Figure 16 shows
the distributions of the per-event error éh for the B¢,y and BCPKSO data samples, for signaints > 5.27

GeV) and sideband (8 < mgs< 5.27 GeV) region events. The curves correspond to the unbimaedmum
likelihood fit to a Crystall Ball shape.
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Figure 3: Fits to thengs distributions in theB® — Dt (top/left), B — Dp (top/right) andB® — Da; (bottom)
channels. Vertexing cuts have not been applied.

Although the vertex reconstruction algorithm minimizeadsis due to the secondary charm decays and
V?s in the tagging side, therag position is on average biased towards positivalues, resulting in a negative
shift in At. This effect is accounted in the resolution function byadticing a shift in the central value of the
core and tail Gaussians. Due to the differBrdecay channels populating the different tagging categotie
average bias is category dependent. It was found that imtiod a different bias in each tagging category for
the core component but having a common tail bias providesptienal trade-off between systematic effects
and number of different parameters in the resolution [23].

The second parameterization, callB&Exp uses one Gaussian with variable width and zero bias plus the
same Gaussian convoluted with an exponential which effedifietime is intended to describe the charm bias
[29]. Similarly to theGG model, the reconstructest error is used to weight the events, and different effective
lifetimes and fractions of the exponential part are assufoedach tagging category, in order to take into
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Figure 5: Fits to thengs distributions in theB® — JAWK? (rth 1) channel for theste™ (left) andptp— (right)
modes. Vertexing cuts have not been applied.

account the differen decay channels populating each tagging category. Theepatimponent in this model
is assumed the same as in (A& parameterization.

In summary, for an event with reconstructet, o), the GG resolution function for tagging categooy
reads
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R (At — At op; Ou) = (1— frai — foutiier) N (At — At 6gore, ScoreOnt) +
frail ha (At — At'; Stail , Sail Oat) +
fouttierhe (At — A5 doutlier Ooutlier) (122)
where

1
V2no
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he(t;0,0) =

exp(—(t —8)%/(202)) . (123)
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The equivalenGExpresolution function for tagging categooyreads

R (Dt — At/70At; O0a) = (1_ fé’xp— 1:outlier)hG(At —At; 0= 0,Soat) +
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cuts have not been applied.

The complete signal resolution function for all taggingecatries is therefore represented by 11 parameters
in the GG model,

leptons xkaons xNT1 xNT2
q = {&orea 6coee aacore aécoreaacorea ftailaataiIaSaila foutliera6outliera0'outlier} (125)

and 12 in theGExpparameterization,

leptons —kaons -NT1 . NT2 ¢leptons ckaons §NT1 ¢NT2
q:{S,T,.p s Tr U Ty 7fExpp » lIExp 7fExp7fExp7fOUtlieh60Ut|ier700Ut|ier} : (126)
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Vertexing cuts have not been applied.
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modes. Vertexing cuts have not been applied.

Ooutlier aNddoutiier are fixed, respectively, to 8 and 0 ps.

In the GG model all offset33,,. andd,j are modeled to be proportional to the reconstructed erxgr
since it was found that events with higli; tend to have higlat residual [34]. Figure 17, extracted from [23],
shows the dependence of the mean (and RMS) of the Monte Sarésidual in bins of the reconstructey;.

It can be seen that the linear scaling is a good approximdtioa, < 1.4 ps. Above this value the observed
dependence diverges from the linear model, although thistgta there is small. Th&Expmodel accounts

implicitely for this observed correlation [34].
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Figure 14: Fits to thengsdistributions in theB™ — XK ™ channel for thee™ e~ (left) andu™ -~ (right) modes.
Vertexing cuts have not been applied.
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Figure 15: Fits to thamgs distributions in theBt — JWK*+ (K21t") channel for theete™ (left) and puu-
(right) modes. Vertexing cuts have not been applied.

The reconstructed event-by-evekiterror ©x) is used to weight the events in the fitting procedure [12].
It is therefore important to make sure that there are no fsogmit correlations among this variable and the
variables parameterizing the tagging performamée(average mistag) antw® (B°B° mistag difference), and
if there are, then model them properly. As shown in figured@(tobtained from the Monte Carlo sample, there
is an almost perfect linear correlation between the meangvrag fractionw?®, and theAt error, especially for
tagging categories involving kaons, being much weaker gligible for theLept on category. We then model
the wrong tag fraction according to the following model:
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Btlav BCPKg BCPKE
Tag B? B Tot | B9 BY° Tot|BY B° Tot
Lept on 1478 1419 2897 96 98 194|35 35 70
Kaon+KPi 2665 2672 5337 154 175 329 74 65 139
Kaon+Sl owPi | 3183 2976 6159 181 188 369 85 66 151
O her 3197 3014 6211 184 172 356 78 72 150

UnTagged 10423 585 260

Table 6: Signal event yields, obtained from thesfits for theBy|ay andBCPKg samples and multiplying by the
signal fraction in the AE |< 10 MeV interval for theBCPKE sample, after vertexing requirements.

Parameter Standard Monte Carlo| Dedicated Monte Carlg
(exclusive and inclusive (exclusive)
AT /T 0.00 0.20
la/p| 1.00 1.04
e 0.70 0.70
cP
Am 0.472 0.472
RocPRez 0.00 0.00
P
Imz 0.00 0.00

Table 7: Physics parameter values of the standard and dedligbonte Carlo samples.

Sample Standard Monte Carlo Dedicated Monte Carlo
B® cocktail 125250 85048
exclusiveB®— J/PKO(rrHr) 228945 9194
exclusiveB®— J/PK(rOm0) 54729 3664
exclusiveB’—i(25)K? 43999 5248
exclusiveB?—x¢ K9 24414 5050
exclusiveB®— J/PK? 146276 5431
inclusive B®— JWK2(r 1) 10088
inclusive B°— J K9(rP) 2116
inclusive B*—(29)K? 235
inclusiveB%—x¢ K2 561
inclusive B®— J/YKp 16203

Table 8: Standard and dedicated Monte Carlo statisticer(adiconstruction and before vertexing cuts and

tagging). The values of the physics parameters for eachragme were shown in table 7. For tidap K® mode
the statistics is given for th&E interval [—20,80] MeV.

wh = WS +Wg|opecﬂt : (127)

As it can be seen in figure 18(top), for kaons this linear magelies better fooa < 1.4 ps. Detailed studies to
explain the mechanism of this observed correlation can teddn [33]. The difference of the mistag fractions
for B® and B°, Aw?, is well constant over the fulby range, for all tagging categories, as shown in figure
18(bottom). Similarly, tha°B° differences in reconstruction and tagging efficiencyandp® parameters) are
checked to be constant over thg range, as shown in figure 19, which shows the difference imthmber

41



1500

100
75 -

50 ’+  i

25:— k IA

events/0.024 ps
o
o
o
T
events/0.024 ps

500

ot error (ps) oAt error (ps)

(a) (b)
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of B® andB° tagged (bottom) and reconstructed (bottom) events irBthg sample. Similar distributions are
observed in the Monte Carlo.

Finally, figures 20 and 21 show the stabilitywf, Aw® andp?®, v with the reconstructedt, from Monte
Carlo (figure 20) and¢ 5, data sample (figure 21), for each tagged category.

5 Blinding

The blinding strategy used the hidden offset method [25].xAdihidden offset is added to the measured
parameter in one of two ways: Xhiind = Xunblind + Xof fset OF 1) Xolind = 21— Xunblind + Xof fset Whereplis the
central value andgfset IS the random offset taken from a Gaussian distribution wittan zero and RMS
o. Either i) or ii) is used, the choice is made randomly and kedden. The use of ii) hides whether the
result moves up or down when changes in the analysis are midéestandard tool€B{ i ndTool s package)
have been used. Table 9 summarizes the blinding stringsekaswthe central valuegtand RMS §) of the
blinding for each parameter and fit configuratidsm andtg (whentg is free) are unblinded. Common blinding
strings for Analysis 1 and Analysis 2 (see section 6), as asllor Bcp, BCPKg only andBcpr_’ only fits, are
used. The time distributions and asymmetries are hidden.
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Figure 17: Mean and width of the M@t residual in bins of the per-event errog;. Fits are shown to a line
constrained to pass through the origin @ < 1.4 andoa; < 2.4 ps.

6 Description of the nominal fit

The complete log-likelihood function used in this analys&s described in detail in section 2. The assump-
tions made in the nominal fit are the following:

e Two configurations (Analyses):

Analysis 1: fitfor Al /T" x sign( Fff;gf), Am, | g/p|and 'g\‘és"’ (4 parameters). Thus this analysis assumes
CPT conservation.

Analysis 2: fit for Al /I" x sign(R&<e) Am,

[Acpl

ImAcp Rehcp
el Rezi P and I (6 parameters).

a/p

Parametenl Central value| RMS | Blinding String
AT /T 0.00 0.50 | Here we blind the width difference (summer02 sample)
la/p| 1.00 0.04 | Here we blind absgoverp (summer02 sample)
'mg"’ 0.60 0.20 | Here we blind imagLambda (summer02 sample)
Ffflff Rez 0.00 0.50 | Here we blind realz (summer02 sample)
Imz 0.00 0.50 | Here we blind imagZ (summer02 sample)

Table 9: Central values, RMS and strings of the blindingtstna
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T will be kept as fixed parameter. Although all the parametexsdptr) are left free in the nominal fit (as
required in order to have a theoretically consistent séepamly measurements &f /" x sign R%P),

Acp]
Rece, Imzand| q/p | will be provided. Am and "< will be used as cross-checks. Fits witfree

2
will also be performed as cross-chedg<e is extracted a%*%g"’ =44/1— ('ln;églp) . so it is constrained

2
to be within the physical region, i.e.4_('““cp) > 0;

Rez

[Acpl

e assume that the mechanisms contributing to the decay of gghsiates have the same weak phase for
Nt = —1 andn ¢, = +1 modes;

e assume a single effective channel in the tagging and flagemnstateB sides and fit for the imaginary

parts of the corresponding doubly-CKM-suppressed pha'%lé‘ﬁ, 'lr;“a‘g, Il‘;‘]:\lﬂalv’ "r;\’?l”a‘lv (4 parameters).
a tag av av

The real parts are all fixed to zero. The ratios of the decayliardps of DCKM to favored processes,

l'tag @aNdr iy are also fixed to the value discussed in section 7.1.4. Thesmonding ratios foB?, ltag
andrijay, are assumed to be the same asByr

e atotal of 10(12) parameters are used to describe the siggalltion function with th& G(GExp model:

GG: scale factors of the core and tails compone8ise andS; ; tagging category dependent core bias,
0%.rer cOmMmon tail biasdy,; fraction of tail and outlier Gaussiangg and fouier; the width and
bias of the outlier Gaussian were fixed to 8 ps and 0 respéctiTéis is the model used for the
central value;

GExp scale factor of the GaussiaB,tagging category dependent effective lifetimg)(@nd exponential
component fraction fg, ); the width and bias of the outlier Gaussian were fixed to 8 @
respectively. This model is used as cross-check and to &stiensystematic uncertainty due to the
resolution model parameterization;

e atotal of 11 parameters are used to describe the signalgsidtar each tagging category (Tagged events
only), the average mistag fraction (origing, and slopend,, ) and theB°B? differencesAw?. wiPo"

_ lop slope
was fixed to zero;

e 3 background components are assumed foBfe sample (17 parameters):

— a prompt (zero lifetime) and non-prompt (non-vanishing &eé lifetime -1 parameter-) compo-
nents, with their own effective wrong tag fractiomgfope andAw® fixed to zero) (8 parameters) and
a common resolution function, described as a common singlgs§&an distribution with a scale
factor Syackg and a biadpackg (GG model) or a common single unbiassed Gaussian with a scale
factor Syackgplus the same Gaussian convoluted with an exponentialibmeaiith effective lifetime
Tr backg (GExpmodel), and an outlier fractiofyackgoutiier (3 parameters); the width of the outlier
component is taken to be fixed at 8 ps with zero bias; the veldf}yg,,,, fraction of prompt
background for each tagging category (UnTagged eventsded) are also considered as free pa-
rameters (5 parameters);

— apeaking contribution due 8" decays, which resolution function is the same as that ofigrak
with B™ lifetime fixed to the PDG2002 value @744-0.018) [26]; the peaking background fraction
is fixed;

— no oscillatory/CPT/CP/T structure is assumed for the nmmapt combinatorial background com-
ponent;

¢ 3 background components are assumed foB@m sample (5 parameters):
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— prompt, non-prompt and peaking background, where the pgdlackground fraction is also fixed,
and a common (averaged over tagging categories) prompioinais assumed, independently for
eachBCPKSo sample (4 parameters). The wrong tag fraction parametéeime and resolution
function of the peaking background component is assumee thdo same as those of the signal.
The lifetime of the non-prompt background is left free (1gmaeter) and assumed the same for all
tagging categories. No CPT/T/CP/oscillation structuréhimbackground is assumed. Finally, the
resolution function parameters of the prompt and non-ptaomponents are assumed the same as
those of the prompt and non-prompt background componerite & 5, sample;

e the background treatment in tBg o sample is performed as outlined in section 7.1.5 and dextiib
detail in [20], with only one difference. While in [20] thes@lution function parameters of the ndfy
background are extracted from an external fit to Jhe dilepton mass sideband, here we assume them
to be same as for the prompt and non-prompt background caenpoof theB¢ 5, sample, similarly as
it is done for theBCPKg sample. Only the fraction of prompt component and the fifetiof the non-
prompt one are fixed to the values extracted from the extéitnals in [20], due to different background
composition, thEBCPKB sample is splitted according to the’ type (IFR and EMC)JJl channel ¢ e~

andutu) and Lepton and non-Lepton tag;

o the signaB°B° differences in reconstruction and tagging efficiencieand®, are extracted simultane-
ously together with the other parameters (5 parameters)cdfbinatorial background components they
are assumed zero;

e assume direct CP conservation Byp samples;

e the parameters of the signal probablity obtained fromrtie fits are taken as fixedB§ 5y and BCPKg
samples).

e the overall tagging efficiencieB® (o = aragged are fixed to the values extracted from simple counting
of events in théBs 5, sample.

¢ the GG resolution model is adopted for the nominal fit configurat{cantral value) while th&sExp
model will be used to assign the systematics from the rasalfiinction parameterization. An exhaustive
comparison of the two models was made in reference [12]icsedtl. From these studies there was no
evidence of advantages of any of the two models, from thetpiniew of the biases and statistical
reach. For compatibility with th8ABAR hadronic mixing and sinRanalyses we adopted tkG model
for the nominal fit configuration. Fits with tht@Expmodel are, however, significantly slower than those
using theGG parameterization.

The total number of parameters is therefore:

Analysis 1. 56 with GG model, 58 withGExp
Analysis 2: 58 with GG model, 60 withGExp

Results in thee, &} formalism will be also provided to first order in Randd, using the relations given in
section 2.4.

49



7 Results

7.1 Fitinputs
7.1.1 Mistag fractions for chargedB's and BTB~ differences in reconstruction and tagging efficiencies

The mistags and detector charge asymmitries of chaBgesons are extracted from a maximum likeli-
hood fit to theB™ sample (open charm) alone. The lifetime®f mesons is left free. All the other oscil-
lation/CPT/T/CP and DCKM parameters were assumed to be(egmept obviously g/p |=1). The fitting
strategy is the same as for tB@,, sample (excluding tthpkg and BCPKB samples). The peaking background

component due tB° decays was assumed to (20 1.5)% [29]. The mistags for the peaking background are
assumed the same as for the signal (no corrections are as$ieredue to the known differences of mistags
for neutral and chargeB mesons since would propagate to our measurements at sectindi mrder, as will

be shown in section 9.8). The results of the fit with @@ and GExpresolution models are shown in tables 10
and 11, respectively. The lifetime is unblinded. Note tihat dbtained lifetime is about two sigma (statistical)
below the PDG2002 value for t@Smodel, while it is consistent (about one sigma below) for@&=& p. This
feature is known from earlier lifetime studies [29]: t8& model provides slightly biased estimates of the life-
time while theGExp approach gives the optimal trade-off between statistieatih and systematics (included
biases). However, what matters here is the fact that theagfsactions and th8"B~ differences in recon-
struction efficiencies obtained with the two resolution misdare completely consistent. Figure 22 shows the
normalized residuals (defined as the difference betweedatseand the fit projection onto ti¢ axis divided

by the data error), separately for each tagging categoryff@mi@d~ andB™ events (signal regiommes > 5.27
GeV/c?).

7.1.2 mesfit results

An event-by-event signal probabilitpgig(mEs), for theByjay andBCPKSo samples is estimated from unbinned
maximum likelihood fits to theng s spectra, assuming a Gaussian plus an Argus background, shapéy AE
window. Themesfits are performed separately for each sam@ay, B— JWK2(rt 1), BO— J/WKY(rOm0),
BO—(29)K2, xc1 KO- and tagging category. Due to the lack of statistics, theviiie performed for all tagging
categories together in the case of Bt~y (2S)K? andB%—x K decay modesete™ anduu~ channels
were treated together. The results of these fits for eachngggtegory are shown in figures 23 and 24, for
the Bfjqy and BCPKg (all combined) samples, respectively. The parametersridesg the signal probability
obtained from these fits are fixed in the final likelihood fit.

7.1.3 Peaking background forBs5, and BCP@ samples

The amount of charge® background that peaks in thegs Bfoy distribution was estimated by using
generic Monte Carlo. In addition, a cocktail Monte Carlo géof chargedB’s containing the main sources
of the background in the generic Monte Carlo was also geserand used [23]. The signal events from all
reconstructed modes are removed from the Monte Carlo andsadérformed to the remaining distribution
including a Gaussian term plus an Argus background. ffggg( fraction was finally estimated to h@.5+
0.6)% [23]. In the case of tthng sample, the inclusivé/ly Monte Carlo was used [9], and the amount of
peaking background was estimated similarly, but now foheztannel separately. Table 12 summarizes the
averaged over tagging categories valuéggfdk, for eachBCPKSo sample.
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Parameter ‘ B* fit results GG model)

T 1.625+0.024
Score 1.105+0.088
core”" —0.218+0.100

Blaont —0.293+0.079
Blkaon-+SlowPi —0.288+0.072
3Qther —-0.219+0.073
oot —0.286+0.056

fail 0.101+0.045

Btail —0.02+0.45
foutlier (3.841.8)-10°3
wgPen (9.84+2.9)-10°3
whaentKPi (1.34+1.5)-10 2

wjy2onStowPi 0.111+0.019

wgther 0.20440.022

wer 0.116-+ 0.028
wor St (9.6+3.0)-10°2

wQjtner 0.118+0.035
Awtepton (7.7+5.6)-10°3
AwKaon+KPi (-2.1+9.3)-10°3
Dw@on+SlowPi (—2.9+1.3)-10°2
AwPther (—2.74+1.6)-10°2

Parameter ‘ BT fit results GG model)

v (9.9+7.6)-10°3
pLepten (—0.7+£23)-10°2
pKcaonHKPi (1.4+1.6)-102
piaon-+SlowPi (21+15)-10°2
pOther (—2.1+16)-10°2
o By 0.123+0.088
foamats, 0.622+0.027
foom oot 0.652-+0.024
o B 1oy 0.710-+0.022
oo B 0.783+0.016
Svack 1.3214+0.016
dpack (-0.6+1.3)-102
foackoutlier (1.40+0.18) - 10 2
V\ffgﬁ;’?n ot 0.08+0.20
W ot 0.113+0.014
W o 0.220+0.014
WG e ot 0.352+0.015
Woheo omt 0.157+0.041
Wo oo Srampt 0.185:+ 0.022
A 0.260+ 0.024
T A— 0.381+0.031
Tnon- prompt 1.329+0.053

Table 10: Fit results foB™ data GG resolution model). The lifetime is unblinded.
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Parameter | B fit results GExpmodel)
T 1.650+0.021
S 1.13040.070
TrePon 0.195+0.085
Raon+KPi 0.3540.42
Tlaon+SlowPi 0.77+0.38
Other 1.10+0.59
TP"e 0.95+0.39
ferme"” 1.0000+ 0.0037
fgaonKPi 0.78+0.94
g oo 0.37+0.19
fOther 0.2040.12
ferp® 0.30+0.13
foutlier (3.7+1.8)-10°3
wp Pt (9.842.9)-10°3
whentKPi (1.3+1.5)-10°2
whyaon tSlowPi 0.11140.019
wgther 0.204+0.022
wgen 0.115+0.028
wer Sl (9.6+3.0)-1072
w3 0.118+0.035
Awtepton (7.7+5.6)-10°3
AwKaon+KPi (-2.1+9.3)-10°3
AWKaon+S|0WPi (_2'91 1'3) . 1072
AwOther (—2.7+1.6)-10°2

Table 12: Peaking background contributions for Bago channels. The errors are the statistical errors from

the mesfits.

Parameter ‘ B* fit results GExpmodel)

v (9.9+7.6)-10°3
pl-epton (—0.6+2.3)-10°2
pikaon-+KPi (1.44+1.6)-102
pikaon-+SlowPi (214+1.5)-10°2
pOther (—2.1+16)-10°2
o By 0.120+0.088
foromptS i 0.622+0.027
forom ot 0.654+0.025
e Briay 0.711+0.022
il N 0.785+0.017
Shack 1.3194+0.016
Tr back —22+19
foackoutlier (1.38+0.19) - 102
Wo o ot 0.08+0.21
Wh e 0.1134+0.014
Brompr 0.220+0.014
WO e ot 0.35240.015
Wo e orompt 0.156+ 0.040
Wo o prompt 0.185:£ 0.022
W o prarmpt 0.26040.025
WOSE orompt 0.381+0.031
Tnon- prompt 1.3244+0.053

Table 11: Fit results foB™ data GExpresolution model).

BCPKSO Mode | Fraction of peaking background (%)
JKI(r ) 0.284+0.11 %
JWKI(TOO) 1.764+0.57%

P(29)K? 1.174+3.10%
Xc1 K9 3.54+ 1.44%
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Figure 22: Normalized residuals of the projections of the nominal fit to the chargBdlata for (a)B~ and (b)
B* events (signal regiomes > 5.27 GeV/c?), for the different tagging categorie&G model).

7.1.4 Doubly-CKM-Suppressed decays

The expected relative amplitude of DCKM to favored decaysndry (k = tag, flav), was fixed to 0.02,
as our best estimate assuming that the amplitudes are dechibg the Standard Modél — ¢ andb — u
transitions,| Vj,Ved || V4 Vud |, for the favored and suppressed decays, respectively gfitrusing the CKM
matrix elements values from [26] and neglecting corredtidue to the ratio of the suppressed to allowed decay
constants. We assumed the same value for tagging and rneadadiB sides. In the case of theept on

tagging category, largely dominated by semileptonic de¢more than 95%) the values ofpfy andriag were
assumed to be O.

7.1.5 B° — JWKP background parameters

Fit inputs to theBCPKE sample are basically the same as those in [20]. More than 908 @vents that

pass theK? selection cuts contain a re3i[20]. Table 13 lists the signal and total inclusiy& fractions,
broken down by the top seven decay modes oflitpe and theK? reconstruction type, for events that pass the
selection cuts, in a windoWAE |< 10 MeV. The effective\cp is also shown.

Events from the)/ dilepton invariant mass sideband are used to determinertiperies of the nodAp
background. From a comparison of the flavor tagging effigiem¢he data sideband with those of tBg,, data
it is found that the lepton category tagging efficiency in da¢a sideband does not agree very well with those
of the Bfjay data (and inclusivd/yy Monte Carlo). This is consequence of the loose PID requirtéroe the
muons in the)/y — ppselection [20]. A a result of this difference, the sample position has been splitted
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Figure 23:megsfits to each tagging category for tBg|,, Sample, after vertex cuts.
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Figure 24:mesfits to each tagging category for tB%PKg sample, after vertex cuts.
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KL type EMC IFR Ncp
J/PKL 0.622| 0.732 +1
J/PK*0 0.077| 0.064 -0.68
J/PK* 0.109 | 0.114 0
J/PKs 0.031| 0.009 -1
J/PK @ || 0.004| 0.002 0
J/PK TT" 0.004 | 0.007 0
XKL 0.011| 0.015 +1
J/PX other || 0.142 | 0.056 0
non— J/y 0 0 | 0.21(EMC)/0.24(IFR)

Table 13: Sample composition fractions K, inclusive charmonium Monte Carlo.

K\ type EMC IFR

Tag type Lepton non-Lepton Lepton non-Lepton
J/W mode ee | pp ee | pp ee | up ee | pp
J/WK, 0.4788| 0.4696| 0.5007| 0.4746|| 0.6315| 0.6270| 0.6548| 0.6440

J/WK*0 0.0863| 0.0840| 0.0722| 0.0679|| 0.0830| 0.0826| 0.0688| 0.0678
J/PK** 0.1256| 0.1223| 0.1051| 0.0988|| 0.1579| 0.1570| 0.1309| 0.1290
J/WKs 0.0610| 0.0594| 0.0510| 0.0480/|| 0.0104| 0.0104| 0.0086| 0.0085
J/PK O 0.0052| 0.0051| 0.0044| 0.0041|| 0.0026| 0.0026| 0.0022| 0.0021
J/PK Tt 0.0062| 0.0060| 0.0051| 0.0048|| 0.0055| 0.0055| 0.0046| 0.0045
XcKL 0.0170| 0.0166| 0.0142| 0.0134/| 0.0212| 0.0210| 0.0175| 0.0173
J/WX other || 0.1821| 0.1772| 0.1523| 0.1433|| 0.0641| 0.0638| 0.0532| 0.0524
non<J/y 0.0379| 0.0598| 0.0949| 0.1451|| 0.0238| 0.0301| 0.0593| 0.0743

Table 14: Sample composition fractions WK data.

by flavor tag, allowing for the Lepton-tagged events to bated separately from other events. The fractions
for the non-Lepton tag categories are the same.

A binned likelihood fit to theAE spectrum in the data is used to determine the relative armairsignal,
inclusive JAp background and nodAp background. In these fits, the signal and inclusle-distributions are
obtained from inclusive)/y Monte Carlo, while the nodAp distribution is obtained from thé/y dilepton
mass sideband. The fit is performed separately for #fcreconstruction type (EMC and IFR), due to dif-
ferences in purity and background composition. The sansgpfarther splitted into lepton typeJ{y —ete™
andJ/ Y —ptu-). TheJp — eeandJP — ppfits are performed simultaneously by constraining the ratio
JWK? events to inclusive/y events inJy — eeandJ/P — puto be within the precision of the Monte Carlo
[20]. The different inclusive)/y backgrounds from Monte Carlo are then renormalized talfipebackground
fraction extracted from the data. The fractions are adjuiieLepton-tagged and non-Lepton tagged events in
order to adecuate for the observed differences in flavoirtigggfficiencies in thd/\p sideband events relative to
theB+jqy and inclusivel/p Monte Carlo (see [20] for details). The sample ompositiaetions finally obtained
with the procedure in the data are given in table 14.

The variableAE is used on an event-by-event basis to discriminate betwigaalsand background. As the
J Lepton type is not expected to influence thie shape, the PDFs were used without regard to lepton type.
The AE PDFs where used separately for EMC and IKRtype, and they were grouped fafWwK? (signal),
JWK? background, i X background (excluding/wK?) and nond/y. The AE PDF’s are taken from the fits
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contained in the hbook file:
/ nf s/ farm babar/ AWH si n2b/ dat ar un2/ kl ong-i nput/ de- pdf s- sumer - 2002- v1. hbook.

According to the studies reported in [20], the differentalemodes contributing to th#yK® mode are
statistically consistent with having the same mistag foact as in théB¢,, Sample. In this analysis, the resolu-
tion function of the signal and inclusivdyy background was assumed to be same as foBthg sample. The
resolution function for the nodAp component (combinatoric in nature) was assumed the sanie gsdmpt
and non-prompt background components ofBhg, and BCPKSO samples. As the relative fraction of prompt to
non-prompt component and the effective lifetime of the poompt in the nond/Y background are not nec-
essarily the same as in thay andBgpko Samples, an external fit to thiap dileptopn mass sideband was
performed, and then were fixed in the nominal fit. The extefihalas performed to all events usingGG
resolution model with the scale of the tail Guassigg;, fixed to 3.0. The results obtained are those reported
in table 15. Therefore the prompt fraction and effectivetithe, input to the nominal fit, were, respectively,
0.68+0.08 and 18+ 0.3.

Parameter Fit result
Sore 1.35+0.10
Score —0.00+0.10
ftail 0.0440.07
Sail 3.0
Stail —24+3
foutlier 0.011+0.012
forom PLBLpi0 0.68+0.08
Thon- promptB0 1.8+0.3

Table 15: Results from the external unbinned likelihood fiithe JAp dilepton mass sideband data, used to
extract the fraction of prompt to non-prompt background tvel effective lifetime for the nodAp JWK?
background component.

7.1.6 Direct CP violation

The nominal fit includes in the PDF (via the parameteandp®) any possible violation of CP in the decay
of tagging and flavor states (see section 2.5). In the cas@@igenstates we assume CP conservation in the
decay (cpcp=1). A systematic error will be assigned due to this sourcedsyingrcpcp by £10%.

7.2 Analysis 1 results

Tables 16 and 17 report the fitted parameters for Analysisrlthe GG and GExpresolution models, re-
spectively (combined fiBfjay+Bcpka+Bepyo). The unblind result foAmis consistent with th&ABAR hadronic
mixing measurement [23] and the 2003 world average [24]. difierence between th€G and GExpreso-
lution models, about.@c (statistical), is due to the correlation Am with tg (-30%) and the slightly biased
estimation oftg (towards low values) with th&G model, as discussed in section 8.1. The differences in the

IMfay IMAflay IMAag IMA . .
values of-tar, “ooray  Thhas T2has hetween the two resolution models are due to the non-nbigigorrela-
Atiav] ' [Afiay] * Magl T [Atag|

tion with the charm bias resolution function parametéfs, andt? (about 30% the larger). Tables 18 and 19
give the correlations among the 4 physics parameters, &ya®G andGExp
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7.3 Analysis 2 results

Similarly, tables 20 and 21 report the fitted parameters ffaralysis 2, for theGG and GExpresolution
models, respectively (combined fBfay*+Bcpro+Bepyo). The unblind result foAm is consistent with the
BABAR hadronic mixing measurement [23] and the 2003 world avef2dfe The difference between theG
and GExpresolution models, aboutTo (statistical), is due to the correlation Am with 15 (-30%) and the
slightly biased estimation aofg (towards low values) with th&G model, as discussed in section 8.1. The

. . Miay  IMA -
differences in the values ég\'ﬂ;'va‘v, T;ﬂ”a‘v, 'm‘jg, "”A’A‘alg between the two resolution models are due to the non-
av tag

negligible correlation with the charm bias resolution fume parametersd2,. andt® (about 30% the larger).
Note the negligible change aimbetween Analysis 2 and Analysis 1. The differences in thasegarameters
between Analysis 1 and Analysis 2 are due to the correlatidim vz, Tables 22 and 23 give the correlations
among the 6 physics parameters, againG@andGExp

The normalized residuals, defined as the difference bettveedata and the fit projection (nominal fit to
all samples together) onto tlé axis divided by the data error, for thgay, BCPKg and BCPKE samples and

the different tagging categories (signal regiomss > 5.27 GeV/c? for By and BCPng AE |< 10 MeV for
Bcpio) are shown in figures 25, 26 and 27. The time distributionmg@ves are hidden.

7.4  Asymmetric (MINOS) errors

The statistical errors shown in all the previous tables laosd obtained assuming that all the parameters
are Gaussian. Deviations from an ideal Gaussian behavaube expected from toy Monte Carlo studies. It
is therefore important to provide the asymmetric erromeates (MINOS). They can be found in tables 25, for
the two analyses. None of the parameters is showing a sigmifacsymmetric error behaviour.
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Figure 25: Normalized residuals of tiA¢ projections of the nominal fit (Analysis 2) for thgg v Sample: (@)
mixed B° tagged, (b) mixe®° tagged, (c) unmixe@° tagged and (d) unmixeB® tagged GG model), for each
tagging category (signal regiomgs > 5.27 GeV/c?)
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Parameter ‘ B fit results GG model)

Am 0.5253+0.0076
Ar/r —0.188+0.037
la/p| 0.925+0.013
e 0.339+0.067

Score 1.245+0.039

core™" (2.346.5)-10°2

g tH ~0.273+0.048
OlSgontSlowPi —0.322+0.042
Soore" —0.295-+0.043

Sora® ~0.277+0.033

frail (3.39+£0.98)-10°2

Sail 5.65+0.81

Stail —1.45+0.49
foutlier (0.841.2)-10°3
wg" (2.59+ 0.65) - 10 2

wigaon HKP (1.9+2.0)-102
w20 FStowPi 0.158+0.024
W ther 0.264-0.025
wRer 0.13340.036
werStowt (7.1+£3.6)- 102
Sope (7.4+38)-102
Awtepton (-1.241.2)-10°2
AwfaenTKPi (—2.6+1.2)-10°2
AwKaon+SlowPi (—4.14+1.3)-10°2
AwPther (-2.8+1.3)-10°2
v (9.9+83)-10°3
plepten (2.34+2.2)-102
praon HKPI (—2.24+1.7)-10°2
paon-SlowPi (14+1.6)-10°2
pother (1.4+1.6)-102

Parameter B fit results GG model)
MAlay 142+ 0.94
M tiav]
'%ﬁ% 0.15+0.94
e 0.46+0.98
tag
IMhiag 0.8+1.0
[Atag|
Fr ot Briay 0.251+0.065
DromptE 0.601+0.022
foom Bt 0.622+0.020
o B 1oy 0.651+0.019
i N 0.704+0.015
Svack 1.334+0.014
Oback (-3.41+£0.97)-10°2
fhackoutlier (1.40+0.14) - 102
W b ot —0.21+0.14
W ot 0.173+0.015
Tl 0.304+0.012
WO e ot 0.419+0.012
Wo e orompt 0.397+0.046
R Rt 0.352+0.022
W o prarmpt 0.342+0.019
WOSE orompt 0.465+0.021
Thon. prompt 1.313+0.037
Thon-prom ptBCPKg 1.63+0.27
) 0.587+0.077
f prompta/wks(10r0) 0.622+0.087
foromptw(2s)ks 0.69+0.17
f promptxciKs 0.22+0.25

Table 16: Analysis 1 result§ G resolution model.




Parameter ‘ BO fit results GExpmodel)
Am 0.5198+4+0.0076 e
AT )T _0.180-L0.041 P?ri\meter B" fit results GExpmodel)
m
a/p| 0.923+0.013 \A£Zf\v 0.98+0.90
MAcp IMAt1ay
e 0.339+0.066 Tl —0.36+0.91
} S 1.125+0.035 'r):t)\t;g 0.13+0.95
Tpepton 25+14 Imhtag
TKeon+KPi 1.09+0.29 [hvag 0414098
epton
-[I|:(aon+S|OWPi 128:': 021 fprgmpt,BfIav OZSGZ‘: 0068
Kaon+KPi
{Other 2174034 pIOMPLByiay 0.614:0.024
g 1.88+0.27 foromptByim, 0.639:0.021
flé)e(;:)ton (3.6+£3.2)- 102 fl())l’ghn?lrpLBﬂav 0.668+ 0.020
fIE(aonJrKPi 0.2844-0.088 f[l)Jrr:)t;gpt,B ~ 0.7254+0.016
f,’;;'gfﬁ'w"i 0.289-+0.058 Soackﬂ 1.323+0.014
fOrher 0.16340.035 Trback 2.39+0.25
fo® 0.174+0.031 fhackoutlier (1.19+0.14)-102
foutlier (3-6i 1-1) -10°° Wléegrtgzw pt —0.25+0.17
Wléepton (2.93+0.65) - 102 Wg’%‘;%';fi 0.170+0.015
wiaon+KPi (2.1+2.0)-102 Wo oo 0.303+0.013
wiSaon+SlowPi 0.161+0.024 WE et 0.420+0.013
wQther 0.26540.025 wjPron 0.397+0.047
wzon kP 0.134+0.036 oon KE1 0.362-+0.024
slope ] : : WO,nom prompt : :
ngo’)ryﬁowpl (6.9+3.6)- 102 Wé;%r;‘t%fc‘)"’mpbt 0.3454+0.021
W?Ighpeg (7.1+38)-102 Wgﬂberi prompt 0.466+0.023
Awferton (-1.24+1.2)-102 Thon- prompt 1.2574+0.039
AwKaon+KPi (-2.44+1.2)-102 Thon- prompt 1.2574+0.039
AwfaontSlowPi (-41+13)-102 Thon-promptB,g 1.60+0.29
ther _ 102
Ao (-28+13) 1072 Forompta/ wks(rr- ) 0.599+0.080
) vt (1.05+0.83) - 102 Forom ptd/gks(r0r0) 0.654-+ 0.091
epton . —
E o (24+22)-10 . f orompty(25)Ks 0.71+0.18
ann+5|o i ((—121.11;115) itoz fpromptesks 0.23+0.26
u W1 . . . |
pOther (1.5+1.6)-102
Table 17: Analysis 1 result§Expresolution model.
AT /T ImAcp AT /T ImAcp
‘ / ‘ [a/p| ‘ [Ace| ‘ / ‘ [a/p| ‘ [Acel
Am | —0.9% | —2.8% | —5.3% Am | —15% | —3.4% | —5.0%
AT 10.7% | 0.2% A /T 118% | 2.2%
|a/p] —15% la/p| —1.5%

Table 18: Correlations among the 4 physics param- Table 19: Correlations among the 4 physics param-

eters, Analysis 1GG resolution model.
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Parameter ‘ B fit results GG model)

Am 0.5254-+0.0076
Ar/r —0.189+0.037
la/p| 0.925+0.013
e 0.327+0.066

cP
P Rez —0.120+0.035

Imz 0.258+0.029

Score 1.245+0.039

core™" (2.3+6.5)-10°2

Qg +KPi —0.273+0.048
Ot StowP ~0.322+0.042
Soare” —0.295-+0.043
cora® ~0.277+0.033

frail (3.40+£0.98)-10 2

Sail 5.65+0.80

Stail —1.45+0.49
foutlier (0.8+1.2)-10°3
wgPe" (2.59+0.65) - 10 2

w2t (2.042.0)-102
wfy2onSlowP 0.159-+ 0.024
W ther 0.265:+ 0.025
WRer 0.133-£0.036
W StowF (7.1+3.6)- 102
Wit (7.4+3.8) 102
Awtepten (-1.2+1.2)-10°2
AwfaentKPi (-2.7+1.3)-10°2
AwKaon+SlowPi (—4.2+13).10°2
Awother (-2.9+£1.3).102
v (1.1140.84) - 102
pLepten (2.4+2.2)-10°2
pi<aon kP (-2.2+1.7)-10°2
pKaonSlowPi (L4+1.6)-10°2
pOther (1.441.6)-102

Parameter B fit results GG model)
ey 23+11
P ia] 3+ 1
[T flay 06411
A trav . .
mhiag 15+12
Miag] S+l
o 0112
‘)\tag\ : .
Lepton
foromptBi1ay 0.252+ 0.065
Kaon+KPi
PIOMPLB 12y 0.601+0.022
foom Bt 0.622-+0.020
o B 1oy 0.651-0.019
Unta
f prom ptBiay 0.704+0.015
Svack 1.334+0.014
Oback (—3.41£0.97)-10°2
fhackoutlier (1.40+0.14) - 102
Wo prompt —0.21+0.14
WO ot | 0.173+0.015
whaon oo 0.304+0.012
WO e ot 0.419+0.012
\Allder'?(;cr): prqmpt 0397:|: 0047
Gon prompt 0.352+0.022
Wo o St 0.342+0.019
WOSE orompt 0.465+0.021
Tnon- prompt 1.31340.037
Thon-prom pt'BCPKg 1.63+0.27
fpromng/qJKS(n—#Tr) 0.587+0.077
f prompta/wks(10r0) 0.622+0.087
foromptw(2s)ks 0.69+0.17
fpromptxeiKs 0.22+0.25

Table 20: Analysis 2 result§ G resolution model.




Parameter ‘ BO fit results GExpmodel)
Am 0.5201+0.0076
AT /T —0.1824+0.042 —
\a/p| 0,924 0.013 Parameter B" fit results GExpmodel)
ImAce 0.328-+ 0.065 A tlay 18+11
V\CP\ \}‘I_lav\
Ff;'ggf Rez —0.1124+0.041 ;_'T;Af'a‘v -114+11
flav
Imz 0.262+0.029 '&Wa‘g 11+1.2
tag
S 1.12540.035 ImA
o e —044+12
T 25+1.4 sz
Kaon+KPi 1.0940.29 fpromptBn_av 0.236+0.068
-[II:(aonJrSIowPi 1.284+0.21 prri)omn&KB:Iav 0.614+0.024
{Other 2174034 fovomotBo! 0.639-+0.021
_[Il’Jntag 1.88+0.27 fl())l’ghn?lrpLBﬂav 0.668+0.020
L - Unta
figcpton (36+3.2)-10°2 Forompt ias 0.725+0.016
faon tKPi 0.283+0.088 Spack 1.323+0.014
fiaon +SlowPi 0.290-+ 0.057 Tr back 2.39+0.25
fQther 0.164-+0.035 fhackoutier (119+£0.14)-10°2
Unta epton
fone 0.174+0.031 m%o,gfomm' -0.25+0.17
foutlier (3-6i 1-1) -10°° Wgﬁ%%?fl 0.170+0.015
whePeer (2.93+0.65) - 102 Al 0.303+0.013
wiaon +KP: (21420)-10°2 wgthe 0.420+0.013
Wson-+SlowPi 0.162+0.024 WHEE it 0.397+0.047
wgther 0.266-+ 0.025 wiaontke 0.362:+0.024
waon KP 0.134-£0.036 WG o prompt 0.345+0.021
W§g°;§5|°wpi (6.9+3.6)- 102 Wc?ﬂlfri prompt 0.466+0.023
W?Ig‘;é (7.1+3.8)- 102 Thon-prompt 1.2574+0.039
Awtepton (-1.2+1.2)-10°2 Tnon- prompt 1.257+0.039
AwaontKPi (-25+£13)- 102 Thon-—prom ptBCPKg 1.60+0.29
AWKaon+SIowPi —41+173): 10*2
. ( ) i f orom ptd/ Ks(rr 1) 0.599+ 0.080
AP (—2.8+1.3)-10" Forompta pKs(rom) 0.654+0.091
v (1.09+0.83)- 102 forompt(2S)Ks 0.71+0.18
epton 72 ’
plLept | (254+22)-10 f orompixeiKs 0.23+0.26
picaon+KPi (-2.1+17)-10°2
uKaon+SIowPi (141 16) . 1072
pOther (1.5+1.6)-10°2

Table 21: Analysis 2 result§Expresolution model.
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L ar/r [l | Bef | fefRe| Imz

Am | —13%]| —28% | —-56%]| 7.0% | —-02%

Ar /T 110% | 04% | —7.9% | —1.8%
la/p| ~1.0% | —2.4% | —1.1%
"Tégr ~10.9% | 17.4%

RecRez —3.4%

Table 22: Correlations among the 6 physics parametersysisa?, GG resolution model.

ImAcp

ReA
‘ Ar/r ‘ [a/p] ‘ [Acp] ‘ \)\cg\PRa Imz
Am —27% | -3.7% | —54% | 136% | —1.0%
AT /T 129% | 2.1% —9.0% | —3.6%
la/p| —-11%| —23% | —2.6%
'F;ACP ~106% | 17.1%
cpl

Re\cr Rey —5.6%

[Ace] :

Table 23: Correlations among the 6 physics parametersy8isa?, GExpresolution model.

ImAcp Re\cp IMAfiay Im)‘_\flav IMAtag IMAtag

AT/T L 1a/pl | Tl | Pl RE | Imz | 3 | | Tl N

Am | —13% ]| —28% | -56% ]| 7.0% | —-02%]| 10% | 15% | 1.0% | 22%
AT /T 11.0% | 0.4% | —7.9% | —1.8% | —0.6% | —1.4% | —0.0% | —0.4%
la/p| —1.0% | —24% | —1.1% | 1.6% | 13% | 07% | 2.3%
"”A‘égr —10.9% | 17.4% | 136% | —6.1% | 144% | —55%
Ff;’ggrRez —34% | —14% | 0.7% | —2.0% | 0.6%
Imz 57.7% | —53.9% | 61.6% | —56.6%
i 3.9% | 77.9% | 9.8%
——'mf'a‘v 9.2% | 79.2%
|mg 18.7%

Table 24: Correlations among the physics parameters and\D@iéases, Analysis Z5G resolution model.
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Figure 27: Normalized residuals of th¢ projections of the nominal fit (Analysis 2) for tIiPCPK(_) sample: (a)
BY tagged, (b)B° tagged GG model), for each tagging category (signal regiohE |< 10 MeV).

Parameterl Analysis 1GG | Analysis 2GG
am | 0525300076 | 0525400078
arjr | 0188988 | ~0189°3%
la/p| | 09257013 | 09257053
me | 0330/3%% | 032738
oRe | — | 012090
Imz — 0.2589.959

Table 25: Results with asymmetric errors from Analysis 1 2mita fits GG model.
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7.5 Goodness-of-fit and expected errors

The estimation of the goodness-of-fit and expected stalstirrors has been done using a sofisticated toy
Monte Carlo. The toy MC samples were made with exactly theesaumber of events per sampBiry,
BO—JWKI(rr 1), B JWKI(mOmP), BP— (29K, a1 KO, B> JWKO(IFR ete™, IFRu u—, EMCete,
EMC ptu)- and tagging categornyjLept on, Kaon+KPi, Kaon+Sl owPi, O her, UnTagged- as
the data sample. Each toy sample used the sekg{AE) anday values taken from the nok? (K°) sample.
The values of the physics parameters generated were thtaaibfrom the data fit, after internal unblinding
by the generation code. From the seinef(AE) andop: values the event is generated to be signal or back-
ground and? or B®, using the time-integrated PDF within thecut limits (& 20 ps) with limitedAt resolution,
equation (105), normalized according to (108) and (109}hismway the mistag rates f@° andBP, tagging-
vertexing correlationsB°BP differences in reconstruction and tagging efficiencB¥° physics asymmetries
(mainly | g/ p |) and signal/background components are generated acgdadthe values measured in the data
5. TheAt distribution (truth+smearing) is finally generated for le@vent class and set afeg(AE) and oy
values.

Comparing the likelihood distribution coming from abou03@y Monte Carlo experiments with the value
obtained in the nominal data fit (see figure 28), the goodokfis-of the data is evaluated to be 73% for
Analysis 1 and 76% for Analysis 2. Figures 29, 30, 31, 32 andd@8pare the likelihood distribition from the
experiments and the data for each subsample separatebnédysis 1 and 2.

Analysis 1 ToyMC = Likelihood distribution Analysis 2 ToyMC = Likelihood distribution
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Figure 28: Likelihood distribution from toy Monte Carlo eeqiments (Analysis 1 and 2). The arrow shows the
value obtained from the nominal data fit. The number of expenits with likelihood value smaller and greater
than the data is quoted. The probability that the toy MontddCaxperiments are less likely (larger negative
log-likelihood) than the data is evaluated to be 73% for Asial 1 and 76% for Analysis 2.

The (Gaussian) errors on the physical parameters comingtfie toy Monte Carlo fits are compared with
the RMS of the residual distribution and the errors extidétem the nominal data fit, as shown in figure 34,

5Let us note that all the signal and background componentiumteated, while some of them are fixed in the nominal fit (jxegk
background fractions andfyK? fractions). This implies that the toy Monte Carlo sampledtide fluctuations in quantities that are
fixed in the fit. As a consequence, the RMS and fit errors arectageo be slightly larger than in the data, and the goodoésis-
slightly overestimated. The gross effects are howeveadjrevell reproduced by the toy samples.
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Analysis 1 ToyMC — Likelihood distribution per sample Analysis 2 ToyMC — Likelihood distribution per sample
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Figure 29: Likelihood distribution from toy Monte Carlo eeqiments (Analysis 1 and 2) for thg ,, sSample
only. The arrow shows the value obtained from the nomina fiait

for Analysis 2 (similar distributions are obtained for Aysis 1). These figures deserve several remarks. First,
Gaussian errors give a good estimate of the resolution asctatl from the RMS of the residual distributions,
within 10%. The small deviations are due in part to statitfitictuations and in part to small non-Gaussian
effects. Second, there is a good agreement between theegtracted from the data sample fit and the Gaussian
error distribution obtained from the toy samples. Thirds biases (if any) from the residual distributions are
in all cases very small compared with the current statisgioecision. The larger between the bias and its error
will be assigned as systematic error due to the fitting proee¢see section 9.14).

The correlation coefficients and the scatter distributian®ng all the CPT/T/CP/oscillation parameters
(here we also include the fitted Doubly-CKM-Suppressed matars) from the toy Monte Carlo fits are also
compared with the values extracted from the nominal data figures 36 and 40, for Analysis 2. In all cases
the data values fall into the expected range.
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Analysis 1 ToyMC — Likelihood distribution per sample

Analysis 1 ToyMC = Likelihood distribution per sample
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Figure 30: Likelihood distribution from toy Monte Carlo eeqiments (Analysis 1) for tthng subsamples.

Channels are (from left to right and from top to botto§:— J/p K9(rt 1), BO— JWKI(rP1?), B —(25)KY,
BO—Xc1 KY(rth ). The arrow shows the value obtained from the nominal data fit
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Analysis 2 ToyMC — Likelihood distribution per sample
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Figure 31: Likelihood distribution from toy Monte Carlo eqiments (Analysis 2) for tthng subsamples.

Channels are (from left to right and from top to botto§:— J/p K9(rt 1), BO— JWKI(rP1?), B —(25)KY,
BO—Xc1 KY(rth ). The arrow shows the value obtained from the nominal data fit

70



Analysis 1 ToyMC = Likelihood distribution per sample Analysis 2 ToyMC = Likelihood distribution per sample
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Figure 32: Likelihood distribution from toy Monte  Figure 33: Likelihood distribution from toy Monte

Carlo experiments (Analysis 1) for t'B‘CPKE sub- Carlo experiments (Analysis 2) for tH&-pxo Sub-
sample. The arrow shows the value obtained from samples. The arrow shows the value obtained from
the nominal data fit. the nominal data fit.
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Figure 34: The residual and Gaussian error distributionthfooscillation/CPT/T/CP parameters from Analysis
2 of toy Monte Carlo experiments. In the error distributiowlicated are the RMS of the residual distribution
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Analysis 2 ToyMC = Correlation plots Analysis 2 ToyMC = Correlation plots
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Figure 35: Distribution of the correlation coefficients amgdahe physical and DCKM parameters from Analysis
2 of toy Monte Carlo experiments. The values correspondirthe nominal data fit (red arrow) are indicated.
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Analysis 2 ToyMC = Correlation plots Analysis 2 ToyMC = Correlation plots
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Figure 36: Distribution of the correlation coefficients amgdahe physical and DCKM parameters from Analysis
2 of toy Monte Carlo experiments. The values correspondinipé nominal data fit (red arrow) are indicated
(con't).
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An additional goodness-of-fit check was performed frolx?aomparison of the results of the unbinned
maximum likelihood fit and thét projections (sum of normalized residuals shown in figureB&and 27 for
non-empty bins). The results are reported in table 26, fon sample an&® andB° flavors separately.

SampleB?-B° tag | Analysis 1| Analysis 2

Bflav Mixed B tag 30.5/44 | 30.6/44

Btiav Mixed B tag | 26.6/54 | 26.4/54
Bflav UnmixedB® tag | 48.5/54 48.1/54
Bflav UnmixedB® tag | 46.3/49 | 46.5/49

Bcprg B° tag 23.6/31 | 23.7/31
Bepig B tag 25.5/38 | 25.9/38
Bepio B tag 28.8/33 | 28.6/33
Bcpio B tag 23.2/29 | 23.5/29

Table 26:x2/dof per sample an®°-B° flavor for the nominal fit, for tagged only and signal regioreses
(Mes> 5.27 GeV/c? for Bfiay andBgpyg, and| AE |< 10 MeV for Bepyo).

Finally, data-sized full exclusive Monte Carlo fits (seetser9.14 for details) were also performed and
compared to the data results. Table 27 summarizes the a/&agssian error obtained from the data-size
exclusive MC fits, obtained from all combinations of 6 diffat B,y and 84 CP samples. There is a good
agreement with the error obtained from the fit to the data &&amp

Parametel Analysis 1| Analysis 2

Am 0.0074 | 0.0076
AT/r | 00404 | 0.0404
lq/p| | 00129 | 00129
s 0.0637 | 0.0639
ROcRez | — 0.0430
cpl
Imz — 0.0288

Table 27: Average error from the data-sized full Monte Cétto
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Analysis 2 ToyMC = Correlation plots Analysis 2 ToyMC = Correlation plots
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7.6 Unblind results

On February 12, 2003, the analysis was unblinded. The vatudlse physics parameters were

sign(Re\cp)Ar /T = 0.00840.037

lg/p| = 1.029+0.013
RO\CP e — 0.014+0.035
| Acp |
Imz = 0.03840.029
for Analysis 2, and
_ Re\
sign(; )\CET)Ar/r — 0009993

lg/p| = 1.029+0.013

for Analysis 1. The fit projections (global fit with all sampjeonto theAt axis for each sample and tagging
category separately are shown in figures Bi4) and 42 BCPKg and BCPKB)-

7.7 Asymmetries

By comparing the fit projections onto tié axis of the time-dependent decay rates for the different pro
cesses one can build a total of 14 (not all independent) agfries (see reference [12] -which follows the
discussion in [15]- for details) which are sensitive to tlifeedent parameters of interest in this analysis:

e the mixing asymmetry, figure 43(a):

A (At) = NEIoagB(f)lav (At) +N 0agE(leav (At) B NB?agB(f)laV (At) B NE‘OaQE?'a" (At) (128)
Mixing =
NE(O&QB?IaV (At) + N oagE(leav (At) + NB?agB?lav (At) + NEtoagE(f)lav (At)
proportional to%%;
e the T flavor asymmetry (Kabir asymmetry), figure 43(b):
Nro R0 (At)—N—o -0 (At)
BtagB”aV BragBflav
AT7f|av(At) = 9 (129)
NB?agB(f)lav (At) + NEtoagE(f)lav (At)
imari i —la/p? i i _ i i :
primarily proportional to /b and independent dit. In the limit Al = 0 this asymmetry vanishes;
e the CPT flavor asymmetry, figure 43(c):
N_o (At) — N5 z0 (At)
al BO av BtoangIav
AceT flav(At) = et (130)
NEtoagB(leav(At) T NBtoagE(leav (At)

primarily proportional to pi aj;féﬁ?ﬁiﬁ%iﬁiwﬂ” so it vanishes foAl'=0 since it is linear in botAl

andz
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e the CP asymmetries, figure 43(d)(e):

Acpe_(A) = PeaBerg () - NEO&QBCPK% @)
Pepil BtagBCPKg (At) + NEthchng (At)

Acws (A1) = BtoagBCPKE (At) — NEthgBCPKE (At) (131
Sepif BBps (At) + NEthchpKE (At)

which have contributions from CP/T-violating (oddl dependence) and CP/CPT-violating (evirde-
pendence) terms, independentdf. The asymmetry also containts correction terms which aspqr
tional toAll', but cannot introduce fake effects since those terms ahe aame time proportional to CP/T
and CP/CPT-violating terms;

e the non-genuirfeT asymmetriesft asymmetries), figure 43(f)(g)(h)(i):

N_o At) — No —At
A (At) B BtagBCPKg ( ) BtagBCPKg ( )
‘At,B._, 0,B° = _
CcPKQ NEIOHQBCPKg (At) + NEthQBCPKg (—At)
he oy = g O Netup g (7O
‘At,B, ,BO =
LBepig NB?achng (At) + NB?achng (—At)
N-o At) — Noo —At
A (At) N BtagBCPKE ( ) BtagBCPKE ( )
ALB 0,80 = —
CcPK? BtachpKE (At) + NBIO&QBCPKE (—At)
A o) = BtoagBCPKE (A1) NBtoachPI{’ (A0) (132)
‘At,B ,BO =
t cri? B?agB . O(At)—FNB?gB PKE(_At)

which have contributions from CP/T and CP/CPT violatingrieras well afAl' terms which do not
depend on CP/T and CP/CPT violating parameters and therafera potencial source of fake effects. In
the limit Al =0 this asymmetry equals to the genuine T asymmetry;

e the genuine T asymmetry, figure 43()):

(at) = NB&‘QBCPK%( ! B‘agBCPKE( Y (133)
At
B?agBCP Q0 (At) I ]BloagBCPKE ( At)

which includes CP/T and CP/CPT violating term$. correction terms are also proportional to CP/T and
CP/CPT violating parameters &b # 0 cannot introduce fake effects. In the lilAit = 0 the asymmetry
is primarily proportional to CP/T violation (odd ifit);

6By non-genuine asymmetries we mean asymmetries which dovaive processes conected by any fundamental discretegym
try but that in the limitAr=0 they turn out to be equivalent to the genuine case, i.eashimmetries defined with the processes related
by that fundamental symmetry [15].
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¢ the non-genuine CPT asymmetries ERAsymmetries), figure 43(K)(l):

APt B, o (B) = Peard (&) - NEO&QBCPKQ(_N)
Bepd g B0 N ()
At) — Noo —At

) = im0~ Neb g0 AV a5
BtagBCPKE (A€) + NEOagBCPI{J (—4t)

which have, similarly to the non-genuine T asymmetriestrioumions from CP/T and CP/CPT violating
terms as well a&l’ terms which do not depend on CP/T and CP/CPT parametersharefdre are a
potencial source of fake effects. In the limAit =0 this asymmetry equals to the genuine CPT asymmetry;

e the genuine CPT asymmetries, figure 43(m)(n):

( NBtoachng (At) - NB?HQBCPKE (_At)
Acprpo(Bt) =
NB[oachng (At) + NB[achpKE (_At)
NEthgBCPKg (At) - l\jEtoagB(:F’|<1‘_J (_At)
Acpre(lt) = (135)
: Ng o (B +Ng o (=AY
Biag cPiQ Brag cpi?

which also contain CP/T and CP/CPT violation terms but isyarily even inAt and mainly proportional
to Rez. To leading order, this asymmetry hasAlo terms. A non-vanishing value of Reiill genuinely
manifest in this asymmetry.

Figure 44 shows the corresponding residual distributismgre the residual is defined as the difference between
the data and the fit projection onto theaxis divided by the data error. Summing over all the asynyrigtrs

we can perform &2 check of the 14 asymmetries (as said, not all all indepeddiot make this check bins
with no events were excluded. A gogd probability was found in all cases. This test should be sseana
additional check of the goodness-of-fit.
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Figure 43: All possible asymmetries resulting from the cangon of the time-dependent decay rates fit pro-
jections onto theAt axis for the different processes and all tagged events g&igaR): (a)Awmixing(At), EQ.
(128); (b)Ar fiav(At), EQ. (129); (C)AcpT,flav(At), EQ. (130); (d)ACP,BCPKg (At), Eq. (131); (EcrBp (At),
Ba. (131); (NAn g, 0.0 (A1), B (132); (Q)Ancpg, o p0(AL), B (132); (MAx g0 0 (A1), BC- (132); (i)
AAt~Bcng~B°(At)' Eqg. (132); ()At(At), Eq. (133); (K)Aceat B, Q (At), Eq. (134); (DAcpats._ o, (At), Eq. (134);

oCPKp
(M) Acpro(At), EQ. (135); (N)Acpree(At), EQ. (135). The dotted curves are obtained assumuing =0,

| g/p|=1,z= 0. Hidden while Analysis 2 is blinded.
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Figure 44: Residuals of all possible asymmetries resultiogh the comparison of the time-dependent de-
cay rates fit projections onto th axis for the different processes and all tagged events gaisaPR): (a)
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8 Cross-checks

We have performed several checks, both on data and Monte,@autiest the consistency of the measure-
ments and the robustness of the results. They followingestions resume the results of our tests.

8.1 AverageB? lifetime results

The averag®? lifetime was fixed in the nominal fit configuration to the PD®2Walue [26]71g = 1.542+
0.016. This value, however, was obtained by averaging measnes based on flavor eigenstate samples
obtained neglecting effects from non-zero valueAlof| q/p | —1 and CPT violationg= 0). Summing up the
|1),]1),|2) and| 2) contributions of table 3 (valid to first order &), we observe that the dependence on CPT
violation cancels out (the coefficiestis zero). The coefficients of themAt and Al'At dependences_ and
c,, become 0 and 4, respectively, up to or¢les/p | —1)2. From this simple analysis we conclude that only a
second order dependence &in survives, and all the other cancel out up to second order ihvadtation and
T violation in mixing. A fully consistent approach would tiefore require to fit also forg. Nevertheless the
effect turns out to be only at second order. By this reasonraondder to improve the robustness and speed of
the fit we fixed the averagg® lifetime, and then we assigned as systematics twice thedvaverage error (see
section 9.6). In addition, as a consistency check, the fitredsne in data for several configuratio@(GEXp
models and Analysis 1 and 2), witly free. The comparison of the fittegf lifetime with the nominal fixed
value, together with the variation of the oscillation/CEPIT parameters, provides a powerful consistency
check. The results for Analysis 1 and Analysis 2, compardtdéaominal fits, are shown in tables 28 and 29,
for the GG resolution model. The corresponding results for @& p model are reported in tables 30 and 31.
The 15 results obtained using theG resolution model are about two sigma (statistical) belogv RIDG2002
value, while the values from tHeExp model are consistent. This feature is known from earlietiliie studies
[29]: theGGmodel provides slightly biased estimates of the lifetimaélevtne GExp approach gives the optimal
trade-off between statistical reach and systematicsu@iet] biases). The change Am (about 0.6 sigma) is
due to its correlation with the lifetime. All the other paratars are consistent within statistical differences. The
difference between the PDG2002 and the value obtained from the fit with the nomi@ resolution model
is also about twice the PDG2002 error, justifying the prigsion used to estimate the systematics from fixing
Tg (section 9.6).

Parametef  Nominal fit | 1g free
T — 1.518+0.016
Am 0.5253+0.0076 | 0.5303+0.0084
AT /T —0.188+0.037 | —0.1854-0.040

la/p| | 0925+0013 | 0.924+0.013
ImAce 0.339+0.067 | 0.334-+0.067

[Ace]

Table 28: Analysis 1 results includirf lifetime among free parameters. For comparison, nominasitlts
are reported as wellGG resolution model.

8.2 Bcpyg and Bepyo separately

We performed the nominal fit separately for IB@;Kg and BCPKE samples only. Results are summarized in
tables 32 and 33, and they are compared to the nominal fitgrfalysis 1 and 2 respectively. Let us remark
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Parametel  Nominal fit | 1g free
T — 1.518+0.016
Am 0.52544-0.0076 | 0.53024+-0.0084
AT /T —0.189+0.037 | —0.18640.040
lg/p| | 0.925+£0013 | 0.924+0.013
I‘niégr 0.3274+0.066 0.3234-0.066
T}igr Rez | —0.1204+0.035 | —0.1224-0.033
Imz 0.2584+0.029 0.2594-0.030

Table 29: Analysis 2 results includirf lifetime among free parameters . For comparison, nominegsitlts

are reported as wellzG model resolution model.

Parametel  Nominal fit | 1g free
T — 1.531+0.014
Am 0.51984-0.0076 | 0.52164-0.0080
AT /T —0.180+0.041 | —0.1774+0.045
lg/p| | 0.923+£0013 | 0.923+£0.013
I‘Tégr 0.339+0.066 0.33740.066

Table 30: Analysis 1 results includirg’ lifetime among free parameters. For comparison, the fith thie

lifetime fixed are reported as welGExpresolution model.

Parametef  Nominal fit | 1g free
T — 1.531+0.015
Am 0.5201+0.0076 | 0.5218+0.0080
AT /T —0.182+0.042 | —0.1794-0.044
lg/p| | 0.924+0013 | 0.923+0.013
I‘Tégr 0.3284+0.065 0.3274+0.065
Ff)i‘gr Rez | —0.1124+0.041 | —0.11440.040
Imz 0.262+0.029 0.2624+0.029

Table 31: Analysis 2 results includirg® lifetime among free parameters. For comparison, the fith tie
lifetime fixed are reported as welGExpresolution model.

that the fact that the blinding is in this case the same atAnalysis 1 and 2 fits but this does not unblind
the actual fitted values of the other parameters since tlrelabon among these parameters is small.

8.3 sinZB only fits

Analysis 1 fits withAl' /T and| g/p | fixed to 0 and 1 (sin only fits), respectively, were also performed,
for all Bcp modes together as well as Bgpyg andBepyoe separately. The results, wi éﬁf unblinded, can be
found in table 34.

In order to have a better comparison with the standard[s@rtalysis [9] we repeated the fits but now
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Parameter all CP (nominal)| Bcpiesample | Bgpyosample

Am
Ar /T
la/p|

|m)\cp
[Ace]

0.5253+0.0076
—0.188+0.037
0.925+0.013

0.339+£0.067

0.5246+0.0076
—0.193+0.040
0.924+0.013

0.327+£0.074

0.5276+0.0077
—0.189+0.047
0.923+£0.013

0.40+0.15

Table 32: Comparison of Analysis 1 nominal fit, with the fulP®cpo and Bepye samples. The blinding
string of the results is the same for all the columns.

Parameter all CP (nominal)| Bcpiesample | Bgpyosample

Am | 0.5254+0.0076
AT/r | —0.18940.037
lg/p| | 0.925+0.013

Moe | 0.327+0.066
"9rRez | —0.120+0.035
Imz 0.2580.029

0.5247+0.0076
—0.194+0.040
0.924+0.013

0.302+£0.071
—0.128+0.035
0.251+0.030

0.5277+0.0077
—0.188+0.047
0.923+£0.013

0.44+0.16
—0.120+0.049
0.258+0.031

Table 33: Comparison of Analysis 2 nominal fit, with the fulP®cpo and Bepyge samples. The blinding
string of the results is the same for all the columns.

Parametern sin2B full CP sample| sin 2B B-pko Sample| sin 23 B-pko Sample
CPKQ CPK?

Am
ImAcp
[Acp]

0.5255+0.0076
0.751£0.067

0.5249+0.0076
0.762+£0.073

0.5277+0.0077
0.70+0.15

Table 34: Comparison of sifBnly fits (Analysis 1 withAl' /T and| q/p | fixed to 0 and 1), using the full CP,

|m)\cp
Bepkg andBepyo samples 3o

Pl

is unblinded.

adding then. decay modes [9] to tthng sample. The results are given in table 35. To have an even
better comparison, the fits (including, decay modes) were repeated with the following simplificadioi) i)
Am, oy andry (k = tag, flav) were fixed respectively to 0.489 p's 3.0 and 0 (therefore we did not fit for

|m)\[ag
[Atag|

IMAtag  IMAfjay d

‘)\flav|

[Atag| ’

|m)\flav).
[Afia

vl

; ii) the tagging/vertexing correlations were neglect@éil;common prompt

combinatorial background fraction for fBl:PKg subsamples; iv) the lifetime of the non-prompt combinaitori
background fixed to th&° lifetime (1.542); iv) the cut oroy was relaxed to 2.5 ps; v) do not use untagged
events. The results from these fits are shown in table 36. %ﬁ(sin 2B) values are before the MC bias
correction (0.0138+ 0.005) applied in [9].

Parameteq sin2B ne full CP ‘ sin2B N Bepyo ‘ sin 2B Nc Bepyo

Am
|m)\cp
[Acp]

0.5258+0.0076
0.746+ 0.065

0.52524+0.0076
0.754+£0.072

0.5277+0.0077
0.70£0.15

Table 35: Comparison of sirgnly fits (Analysis 1 withAl' /" and| g/p | fixed to 0 and 1), using the full CP,

Bepko @ndBepyo samples, but including also timg sample.

|m)\cp
[Ace|
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Parametel sin2B Standard full CP{ sin2B StandardB.pyo | sin2B StandardBpyo

e | 0769+0067 | 077740074 | 0.74+0.16

Table 36: Comparison of sifBnly fits (Analysis 1 withAl' /T and| q/p | fixed to 0 and 1), using the full CP,
Bcng and BCPKB samples, including thg, sample, with the simplifications described in the text aneblus

the standard sinfit (see [9]).

Parametef  Analysis1 | Analysis 2
Am 0.5251+0.0075 | 0.5253+0.0076
AT /T —0.188+0.037 | —0.187+0.037
lg/p| | 0.936+£0.043 | 0.933+0.043
I‘Tégr 0.34040.067 0.326+0.066
RocRez — —0.148+0.038
Imz — 0.259+0.029

Table 37: Shape only fit for analysis 1 and 2. See text for exgtian. These results must be compared to those
of tables 16 and 20.

8.4 BPBP shape only fit

The normalization of the PDF (section 2) is performed fomaiked/unmixedB®/B° events together, but
separately for th@say, Bcng and BCPKB samples. As a cross-check, the fit was also performed nainmli

separately also foB® andB° events. Taking out this constraint implies to perform a fitte B°B° At shape
only fit, being therefore insensitive to the total numbeBBf B events. The results are reported in table 37,
for Analysis 1 and Analysis 2 respectively (to be comparetth vébles 16 and 20). Let us note the much larger
statistical error ong/p |, as expected since the sensitivity| ty p | comes mainly from the relative®-B° rates
and not theAt shape itself. The results are compatible within the stedéistifferences.

8.5 Results per tagging category

The fit has also been performed for each tagging categoryatepa In these fits the resolution function
and mistags are extracted as in the nominal fit but now theighpsrameters are allowed to be different for
each tagging category. However, allowing 6 independensiphyparameters for each category increase very
significantly the total number of parameters, reducing tdiristness and stability of the fit. To overcome this
problem,Am and "Qéglp were fitted for all tagging categories together (as in the inahfit), and onlyAr /T,
| q/p|, Rezand Inz were allowed to float for each category. The parameters dfitfieagged category were
merged with those of theept on category, which only matters fdI" /. The results from this check are
shown in table 38, for Analysis 1 and Analysis 2 respectivétythe case of Analysis 2 they are also shown
separately foBcpyg andBepyo. The results are in all cases compatible within statistics.

8.6 Tagging efficiency per sample

In the nominal fit, overall tagging efficiencies are extrdctem theBy 5, sample and then fixed and as-
summed common for all samples. We also tried to extract aritidix for each sample separately. No changes
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Parameter | Analysis 1 Analysis 2 all CP | Analysis ZBCPKg sample | Analysis ZBCPKB sample
Am 0.5254+0.0076 0.5263+0.0077 0.5252+0.0077 0.5288+0.0079
Al /T (Lepton) —0.1704+0.059 —0.1704+0.059 —0.168+0.064 —0.1994+0.075
Al /T (Kaon +KPi) —0.2194+0.082 —0.2204+0.083 —0.2234-0.092 —0.20+0.12
AT /T (Kaon+ SlowPi) —0.1404+0.073 —0.1484+0.071 —0.14640.082 —0.1734+0.086
Al /T (Other) —0.2434+0.078 —0.2444-0.081 —0.2604-0.084 -0.174+0.11
|a/p| (Lepton) 0.925+0.017 0.925+0.017 0.925+0.017 0.922+0.018
|g/p| (Kaon+KPi) 0.928+0.022 0.928+0.022 0.929+0.023 0.927+0.023
|a/p| (Kaon+ SlowPi) 0.944+0.022 0.945+0.023 0.944+0.023 0.940+0.023
|a/p| (Other) 0.896+ 0.025 0.897+0.024 0.895+0.025 0.900+0.025
'&‘égf 0.341+0.066 0.327+0.065 0.300+0.069 0.46+0.16
'T;’;CP‘P Rez(Lepton) — —0.11940.060 —0.1214-0.057 —0.13240.085
Ff;‘égr Rez(Kaon + KPi ) — —0.132+0.050 —0.135+0.049 —0.128+0.069
F“;’gﬁf Rez(Kaon + SlowPi) — (-5.6+7.1)-1072 (—8.2+88)-1072 (—4.2+£9.9)-102
ﬁ‘;’\c—gr Rez(0Other) — —0.14+0.15 —0.14+0.15 —0.14+0.23
Imz(Lepton) — 0.265+0.030 0.257+0.031 0.263+0.031
Imz(Kaon +KPi) — 0.238+0.038 0.228+0.039 0.237+0.040
Imz(Kaon + SlowPi) — 0.255+0.040 0.242+0.041 0.253+0.041
Imz(Other) — 0.233+0.041 0.227+0.043 0.233+0.042

Table 38: Results per tagging categdBiresolution model was used.

Parametel Analysis1 | Analysis 2
Am 0.5253+0.0076 | 0.5254-+0.0076
AF/T | —0.188+0.037 | —0.189+0.037
la/p| 0.925+0.013 | 0.925+0.013
"f;églp 0.339+£0.067 | 0.327+0.066
Fffggr Rez — —0.120+0.035
Imz — 0.258- 0.029

Table 39: Results extracting tagging efficiencies seplgréwe each sample. These results must be compared
to those of tables 16 and 20.

were observed with respect to the nominal configurationeas @ table 39.

8.7 At and op; cuts variation

Likelihood fits were performed for different values of theandoa; cuts. The chosent cut values were
5,10,15,20,25,30 ps (20 is the nominal one). The set of cuts takeroferwere 06,1.0,1.4,1.8,2.2 ps (1.4
is the nominal). In the first case, finite normalization, adowy to equation (105), was used instead of the

asymptotic one used in the nominal fit. The stability of theutss compared to the nominal cuts is shown in
figures 45 and 46.

8.8 Results from standard full Monte Carlo

The nominal fits were performed on the high statistics stahi¥tonte Carlo (exclusive and inclusive char-
monium), described in section 3. The fit results correspando Analysis 2 are given in tables 40 and 41,
for the GG and GExpresolution models. Table 42 summarizes the Analysis 2 tegrdstricted to physical
parameters) obtained from the exclusive and inclusivensbaium samples, alBcp or Bpyg andBepyo only
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Figure 45: Stability of the fitted physical parameters fromafysis 1 and 2 against ti& cut. The variation
with respect to the nominal configuration is shown.
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Figure 46: Stability of the fitted physical parameters fromalysis 1 and 2 against thmy cut. The variation
with respect to the nominal configuration is shown.
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separately. Th8;ay peaking background in these fits was assumed to be O.Bal;\% peaking background

in the exclusive sample was taken also 0, and 1.5% in thesivelwne. The nodAp background components
in the JWKP sample were taken 0. The fit projections (global fit with alihgées) onto theit axis and the
corresponding normalized residuals (defined as the difteréetween the data and the fit projection), for each
standard Monte Carlo (inclusive charmonium) sample abgitggcategory separately are shown in figures 47,
48 Bilay), 49 (Bcng) and 50 BCPK,‘_’)' Let us note that for this check we did not keep the relatigetions of
Bflav: Bcpro @andBepyo events as observed in the data but we just put together themiaxavailable standard
Monte Carlo statistics.

8.9 Results from dedicated full Monte Carlo

The nominal fits were also performed on the high statistickod¢ed Monte Carlo described in section 3.
As in the case of the standard Monte Carlo sample, we did rey kee relative fractions d¢jay, Bopko and
Bepie €vents as observed in the data but we just used all the aeasstistics. Fits to Monte Carlo truth
(perfect resolution, perfect tag) were first applied in orecheck the correctness of the truth values in this
dedicated Monte Carlo production. The results of these M@ tiits are given in table 43.

The fit results corresponding to Analysis 1 and Analysis 2.tfie GG and GExpresolution models, are
given in tables 44-47. All peaking backgrounds in these fésevassumed zero.

8.10 Results from reweighted dedicated full Monte Carlo

The dedicated full Monte Carlo was also used to “generateijdas with CPT violationZ# 0) and DCKM
effects Qiag, Atag: Atlavs A flav 7 0). This was done using reweighting techniques.

8.10.1 Strategy

The reweighting of the dedicated Monte Carlo events is peréa using the truth values @t and the
flavors of the twoB mesons in the event. The flavor of the B mesons allows us taifjtathe B¢j5, and

Bcp events according to 4 categories eadB,{ BY .. Etoag By By By andEtoag BY,,,) and B2 Ner =

—1,§toag Ncp = —1, Btoag Ncp = +1,§toag Ncp = +1), respectively. For each event class, we then calculate th
ratio of the new and original (standard events) PDF's. WHdig this, special attention must be put to the
fact that the new physics parameters change the time-ategjrates. As with this technique we only want
to change the physics but not the detector effects, the twe'PEntering into the ratio must use a common
normalization, i.e. the new PDF must not be renormalizedi thie new physics parameter values. In this way,
the change in the number of events in each event categorye$ypilue to physics. Figure 51 shows the PDF
ratios (new/original), corresponding to the physics patams of the CPT reweighted configuration given in
table 48.

8.10.2 Results from Monte Carlo truth fits

Fits to Monte Carlo truth (perfect resolution, perfect taggre first applied in order to check that the
—  IMA\tag  IMAtag = IMA fiay IMAfiay
generated values are CoIreGhg, 'tag Mol Prag ! Mlavs T flavs o] and T

truth values. The results of these fits are given in table 49.

were fixed in all cases to the
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Parameter

| BYfit results GG model)

Am
AT /T
la/p|
ImAcp

[Acpl

Reé\cp Rey
Acel
Imz

0.4815+0.0038
(-1.4+17)-10°2
1.00584+ 0.0065

0.674+0.026
(-=0.7£1.9)-102
(0.5+1.4)-1072

SIOI’E
Lepton
6COI'E
6Kaon +KPi
core .
6Kaon+SIowP|
COI’E‘Oth
er
660(9
nta
660(9 s
frail
Sail
Stail

foutlier

1.267+0.023
—0.125+0.032
—0.3234+0.025
—0.316+0.022
—0.265+0.022
—0.305+0.018
(3.83+0.90)- 102
4.41+0.40
—-150+0.32
(2.47+058)-10°3

\NLepton
0 .
Wlo<aon+KP|
W(P)(aonJrSIowPi
\NOther
0
aon+KPi

slope
Kaon-+SlowPi

\NOther

slope
AWLepton
AWKaon+KPi

AWKaon+S|owPi

AWOther

(2.974+0.33)-1072
(3.154+0.93)-102
0.141+0.012
0.255+0.012
(9.5+1.7)-102
(9.6+1.8)-102
(8.0+£1.8)-102
(-5.6+6.1)-103
(-0.7+5.8)-10°2
(—2.62+0.63)- 1072
(—3.5240.65)-1072

\Y
uLepton

uKaon+KPi
uKaon+S|owPi
HOther

(65+3.9)-10°3
(29+1.0)-102
(7.2+£7.9)-10°3
(25+7.8)-10°3
(—9.3+80)-10°3

Table 40: Analysis 2 result§ G resolution model for the standard full Monte Carlo samptel(isive charmo-

nium).
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Parameter | BYfit results GG model)
Tl ~025+054
% —0.1040.54

av
g 0.62+059
uag 0.214058

Le;‘)tloar?‘ 3

foromptB a (0.00+0.24) - 10

orompiBray (0.00+0.14)-10°3

i s (0.00+0.32)-10°2

foe By (5.3+4.0) 102

i 0.117+0.038

ack 1.3744+0.069
Bpack —0.19940.033
Thackoutlier (1.60+0.37) - 102
e promet 0.178+0.022
W oot 0.219+0.013

(PJ(,arlft))rrtr plrgvr¥1 pit 0.333+0.012

R — 0.369+0.015

Thon-prompt 1.340+0.034

Thon- prompLBCPKg 1.89+0.16

f orompta/wKs(rer e 0.124:+0.076

forompta/uKs(rom0) 0.302+0.093
prompty(2S)Ks 0.17+0.20
fpromptxeKs 0.30+0.14




Parameter

| BPfit results GExpmodel)

Am
ATJT
la/p|
ImAcp
Acpl
Ro\cppey
Acel

Imz

0.4766+0.0038
(-1.4+18)-10°2
1.0053+ 0.0066

0.67240.026
(-0.94+20)-10°2
(0.5+1.4)-10°2

S

Tlr_epton

-[Kaon+KPi
TKaon+S|owPi
H
T?ther

T::Jntag

fLepton
Exp
f Kaon+KPi

Exp

fKaon+S|owPi

Exp

fOther
Exp

f Untag
Exp

foutlier

1.166+0.019
1.00+0.33
1.04+0.13
1.27+0.13
0.99+0.22
1.29+0.11
0.161+ 0.065
0.364-+ 0.049
0.301+0.034
0.311+0.070
0.282+0.027
(4.24+058)-1073

W(L)epton
WKaon+KP|
W(PJ(aon+S|owP|
\Apther
Ko KPi
w aon+KPi1

slope
Kaon+SlowPi

AWKaon+KPi

AwKaon+SlowPi
A\Apther

(3.23+0.33)-102
(3.1940.93)-102
0.142+0.012
0.256+0.012
(9.7417)-10°2
(9.8+1.8)-10°2
(8.2+1.8)-102
(~5.8+6.1)-10°3
(—05+5.8)-10°2
(—2.614+0.63)-1072
(—3.514+0.65)-1072

\Y
HLe pton

uKaon+KPi
Kaon-+SlowPi
uOther

(6.3£3.9)-10°3
(28+1.0)-10°2
(7.2+7.9)-10°3
(25+7.8)-10°3

(—9.4+7.9)-103

Table 41: Analysis 2 result§Expresolution model for the standard full Monte Carlo samphel(isive char-

monium).
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Parameter | BYfit results GExpmodel)
'Tiﬁ;'?r ~0.26+0.53
'mf'alv ~0.11+054
av
'%::g 0.76+0.58
Imhiag 0.35+0.58
[Mtag|
B (0.00+0.23)-10°3

Kaon+KPi
promptBjay
fKaon+S|OwPi
promptBfjay
fOther
promptBrjay
Untag
promptBfjay

Shack
Tr back
fback,outl ier

\NLepton
0,non—prompt
Kaon+ﬁPi P
0,non—prompt
Kaon+SlowPi
0,non-prompt
ther
0,non—prompt
Thon—prompt
Thon—prompt

T
nompromptBCPKg
fprompta fyks(r )
promptJ/pKs(r0m)
foromptu(2s)ks

promptxciKs

(0.00+£0.14)-10°3
(0.004+0.31)-10°3
(4.9+4.3)-10°2
0.117+0.041
1.312+0.071
2.67+0.51
(1.174+0.39)-102
0.176+0.022
0.219+0.013
0.333+0.012
0.369+ 0.015
1.28440.035
1.284+0.035
1.844+0.16

0.125+0.078

0.306+0.098
0.15+0.21
0.28+0.14
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Figure 47:At projections of the nominal fit (Analysis 2) for thg 5, Standard Monte Carlo sample: (a) mixed
B° tagged, (b) mixe®° tagged, (c) unmixe&° tagged and (d) unmixeB® tagged GG model), for each tagging
category.
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Parameter incl. charmonium all CH incl. charmoniunBepyo | incl. charmoniunBepyo

Am
AT /T
la/p|
ImAcp

[Acp]

Re\cp Ry
Acrl

Imz

0.4815+0.0038
(-1.4+1.7)-102
1.0058+ 0.0065
0.674+0.026
(-0.7+1.9)-10°2
(0.54+1.4)-1072

0.482140.0038
(-2.0+2.0)-10°?
1.0041+0.0067
0.676+0.031
(-0.1+21)-10°2
(0.6+1.5)-102

0.4816+0.0038
(—0.6+3.1)-10°2
1.0048+0.0067
0.667+0.051

(-1.2+2.6)-10°2
(0.6+1.5)-102

Table 42: Analysis 2 results, limited to physics paramet@rs resolution model, for the standard full Monte

Carlo sample (inclusive charmonium) using both the CP sasmB&PKSo andBCPKB samples.

Table 43: Results from maximum likelihood fits to the MC trutformation (perfect resolution, perfect tag) in

Parameter Fit result
g 1.542+0.005
Am 0.4748+0.0018
AT /T 0.2054 0.008
lq/p| 1.033+0.004
"”;égf 0.681+40.009
Ff;ﬁgr Rez | —0.00340.006
Imz 0.0054 0.005
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Parameter | B fit results GG model)

wpPe" (2.65+0.36) - 102
whaon HKP (35+1.1)-102
Kaon+SlowPi
Parameter | B fit results GG model) "o Other 8;1&_1; 881;
g . .
Am 0.4808+ 0.0044 Kaon +KPi 2
AT 0.183+0.014 Ylope o (991910
\ ' wiaonSlowPd 0.115+0.020
la/p| 1.0430+0.0075 0P8 ther (4.6+2.0).10-2
ImAcp 0.708+0.022 slope »
el Awkepton (-1.12+0.68)- 10
S:ore 1.205+0.040 AWKaonJrKPi (_34:|: 65) . 1&3
cors” —0.155+0.041 AwKaon+SlowPi | (2 08+ 0,71) 1072
AT —0.289-+0.032 AwOther (—3.32+0.72) - 102
Biaon+SlowPi —0.274-+0.030 v (1.27+£0.44) 102
68}::3& —0.180+0.031 uLepton (14:|: 11) . 10—2
core " —0.225::0.026 piKaon-+KPi (1.94+0.88) - 102
frai (8.0+24)-102 piKaon-SlowPi (4.6+8.8)-10°3
Sail 3.35+0.38 LOther (—1.974+0.90)-102
tail —152+0.32 IMAfiay —0.784-0.48
foutlier (3.1240.67)-10°° 1Atla]
i —0.67+0.50
IMArag ~0.14+0.48
[Magl
IMiag 0.43£0.50
[Atag|

Table 44: Results from dedicated full Monte Carlo, Analyisiit, GG resolution function.

8.10.3 Results from nominal fits

The fit results corresponding to the Analysis 2 fits from thd @&®veighted samples, for ti&G andGExp
resolution models, are given in tables 50 and 51. Tables 858rshow the fit results, again for Analysis 2
and 1 respectively, from the DCKM reweighted samples. Ircadles the fitted values are consistent with the
generated ones.

8.11 Alternative tagging configuration

The nominal fits were also performed using the Elba Taggelr [22 data and the standard full Monte
Carlo (inclusive charmonium). The results and the comparis the default Moriond Tagger are summarized
in tables 54, 55, 56, 57, 58 and 59.

8.12 Alternative vertexing configurations

Tables from 60 to 68 summarize the differences of the resuitthe physics parameters (Analysis 1 and
Analysis 2) for different alternative vertexing configuoais with respect to the nominal configuration. In order
to avoid additional statistical uncertainties from eventsving around only those common to the nominal and
the modified configurations are used. The errors on the diffags are estimated from the quadratic difference
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Parameter | B fit results GG model)

wePten (2.65+0.36) - 102
i WKaon+KPi (3 541 1) . 10—2
Parameter | BY fit results GG model) WK20n+s|owp; 0141+ 0.013
Am 0.4808+ 0.0044 O \Other 0.275.4 0.013
AT /T 0.184::0.014 Kaon+KPi (9.94+1.9)-10°2
|Iq< p| 1.0433+0.0075 WKFI(?npfisPi 0.115.+ 0.020
m slope : :
Re}l\)\CE‘P 0.707£0.022 , \A‘;gghpeer (46:|: 20) . 10—2
|)\ch Rez (-0.8+£15)-10° Awkepton (—1.114+0.68) - 102
Imz (—-0.1+1.6)-10°? AwKaon+KPi (—3.2+£6.5)-10°3
Seore 1.204+0.040 AwKaon+SlowPi | (5 08+ 0.71) 102
bora>" —0.154+0.041 AwOther (—3.31£0.72)- 102
Sfaon P —0.289+0.032 v (129+0.44)-10°2
Ok +SlowPi —0.273+0.030 Lepton (L4+11)-1072
dOther —0.180+0.031 pKaon-+KPi (1.94+0.88)-10 2
Untag —0.22440.026 piaon-+SlowPi (45+88)-10°°
feail (8.1+£25)-10°2 pOther (—1.9640.90) - 102
Sai 3.34+0.38 '{;Ma‘v —0.85+0.58
Stail ~1.51+0.32 A 0,59+ 0.59
foutlier (3.13+0.67)-10°3 Afiavl e ‘
IMAtag ~0.21+£0.61
Meag] ' ‘
IMtag 0.514+0.63
[Magl

Table 45: Results from dedicated full Monte Carlo, Analyiit, GG resolution function.

of the statistical Gaussian errors. Nevertheless, thisgohare to estimate the error on the difference does not
take completely into account statistical differences auquantities changing within the common events, for
example a different value @t and/orox:. The configurations are:

¢ JW mass constraint imposed for t@€ vertex (table 60);

e use charmoniumJ(W or Y(2S)) vertex for theCP vertex (table 61);

o removeK? mass constraint (table 62);

e removing photons from th@P vertex (table 63);

e do not use the constraints from the beam (table 64);

e use only the constraint from the beam spot (table 65);

e remove the/? veto for the tag vertex (table 66):;

¢ use theaverage boost approximationstead of thewveragetg approximationfor theAz — At conversion
[27] (table 67);

e useFvt O ust er instead of the defauBt aSel Fi t [27] (table 68).
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Parameter | B fit results GExpmodel)

wePten (2.85-+0.36) - 102
Kaon+KPi 2
Parameter | BY fit results GExpmodel) Wo**" , (35+11)-10°
Am 0.4766+ 0.0045 wpon e 0.140+0013
: . ther
AT /T 0.196+0.014 wer 0.276+£0.013
wiaon+KPi 0.103+0.019
la/p| 1.0446+0.0075 Slope.

S 1155+ 0.020 Welope (46:+20)-10°
_[_Lepton 1 214+ 029 Awk-epton . (—116:|: 068) 1072
Kaon-KPi ' ' AwKaon+KPi (-4.0+6.5)-10°3

T 110+0.16 Kaon-+SlowPi N 10-2
-[KaonJrSIowPi 1.584+0.13 Aw ( 2.08+ 071) 10~
" Other 151+ 020 AwOther (-3.35+£0.72)-10°?2
Untag ' ' v (1.31£0.44)- 10 2
T[epton 1.66+0.16 fepton (15+11)-10 2
fEXp _ 0.210+0.061 uKaon+KPi (194:]: 088) . 1(TZ
fé?gn-i_KP' . 0.348+0.056 p.Kaon-&-SIowPi (5'3:& 8.7) .10°3
flaon+SlowPi 0.254+0.026 LOther (—1.98+0.89) - 102
Other
fE)Ep 0194:‘: 0030 I?;;_\l”a‘v —0792l: 048
fors e 0.205+ 0.023 A 0,69 0.50
fout]ier (331:': 065) . 1073 |)\flav‘ e ’
MAiag —0.07+0.47
[Magl
Mg 0.48+0.50
[Mag|

Table 46: Results from dedicated full Monte Carlo, Analyisti#, GExpresolution function.

Figures 52 and 53 show the same results in a graphical wagn bbe seen that, overall, the shifts are consistent
with zero within the statistical differences for all paraere, particularly those on which we are interested in
this analysisAl' /T, | g/p| and2). The few 2-3 sigma discrepancies can be understood astisttfluctuations
combined with the underestimation of the uncertainty ondifference, as outlined above. By these reasons
we did not assign any systematic uncertainty due to the @saimghe vertexing configuration.
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Parameter \ B fit

results GExpmodel)

Am 0.4767+ 0.0045
AT )T 0.197+0.014
la/p| 1.0450+ 0.0075
e 0.710+0.022
ocPRez (-114+15)-10°2
Imz (-0.1+16)-1072
S 1155+ 0.020
TpePton 1.19+0.28
Tfcaon tKPi 1.09+0.16
Traon-l-SIowPi 1584014
Tother 1.51+0.20
7" 1.66+0.16
fEsheen 0.212+0.059
Fheg 0.351+0.057
g 1P 0.254:+0.027
forme" 0.194+0.031
forn e 0.206+0.023
foutiier (3.32+£0.65) - 103

Parameter | BY fit results GExpmodel)
wpePren (2.85+0.36) - 102
wiaon+KPi (35+1.1)-10°2
Wgaon+S|OWP' 0.141+0.013
wgther 0.276+0.013
wizon kP 0.103+0.019
whgon+SlowP 0.115-+0.020
wther (4.6+2.0)-102
Awkepton (—1.15:0.68) - 102
AwKaon+KPi (—-3.84+6.5)-103
AwKaon+SlowPi (—2.074+0.71)- 1072
AwOther (—3.344+0.72)-10°2
v (1.33+0.44)- 102
iLepton (14£1.1)-10°2
Kaon-+KPi (1.94+0.88)-10 2
Kaon+SlowPi (52+8.7)-1073
Other (—1.9840.89)-102
T ey ~0.87+0.57
[Atiav]
Iln;i\lfla‘v —0.60+0.58
IMAtag —-0.164+0.61
[Magl
IMAtag 0.594+0.63
[Atag]

Table 47: Results from dedicated full Monte Carlo, Analy&ii, GExpresolution function.

Parametern Original (dedicated MC) CPT reweighted DCKM reweighted
AT /T 0.20 0.20 0.20
la/p| 1.04 1.04 1.04
'[Qégr 0.70 0.70 0.70
Am 0.472 0.472 0.472

Fff;nga 0.00 0.10 0.00
Imz 0.00 0.02 0.00

Mtag/Ttag 0.00 0.00 0.04
"T“jg 0.00 0.00 -1.00

tag
% 0.00 0.00 +1.00

o/ flay 0.00 0.00 0.04

"”A‘A“av 0.00 0.00 -1.00
flav]
"”‘A?—l“l 0.00 0.00 +1.00

Table 48: Physics parameter values of the dedicated andgieed CPT and DCKM full Monte Carlo.
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Parametenn CPT reweighted DCKM reweighted
B 1.541+0.008 1.538-+ 0.006
Am 0.4755+0.0032| 0.4730+0.0022

AT /T 0.193+0.012 0.2144-0.009
la/p]| 1.035+0.007 1.035+ 0.005
"Tégr 0.678+0.013 0.6844+0.010
Fff;glp Rez | 0.106+0.010 —0.004+0.008

Imz 0.025+0.007 0.005+0.006

Table 49: Results from maximum likelihood fits to the MC trutformation (perfect resolution, perfect tag) in
the reweighted CPT and DCKM full Monte Carlo.

Parameter | BY fit results GG model)

wp P (2.7640.61) - 102
Kaon+KPi 2
: 20+18)-10
Parameter | BY fit results GG model Wo . (
| S ) whaon +SlowPi 0.143-+0.023
o | e g | omneoom
. . Kaon+KPi
W 0.128+0.032
la/p| 1.048+0.013 Ko owiPi
A 0.7304.0.034 whzon 0.117+0.035
Rebee ) Qones (8.4+3.4)-10 2
el R (n5:£23)-107 Awepton (—15+1.1)-10°2
Imz (4.6:]: 26) -10™ AWKaon-i—KPi (O.8:|: 1'1) . 10—2
&ore 1.199+0.079 AWKaonJrSIowPi (_37:|: 12) . 1(TZ
i —0.236+0.070 AwOther (~3.9+1.2)-10°2
S TP —0.234+0.059 v (1.54+0.78)- 10 2
OKaon+SlowPi —0.2484-0.058 pLepton (1.7+£1.8)-102
OQther (—8.5+6.0)-10°2 pKaon-+KPi (3.4+£1.4)-10°2
e ~0.172+0.051 piaon-+SlowPi (—0.54+1.5)-102
frai 0.106-+ 0.061 pOther (-1.9+15).102
Sail 2.70+0.37 'Fiﬁ;'ﬁ“ —2.22+0.92
Sail —-1.62+0.74 IMA 1oy 5344 0.98
foutlier (46+1.2)- 1073 Afiav] - ’
'{;‘A‘ag —1.36+0.96
tag|
IMAiag ~16+10
[Atag|

Table 50: Results from CPT reweighted full Monte Carlo, Ass#é 2 fit, GG resolution function.




Parameter | BY fit results GExpmodel)

Am 0.4806+ 0.0078
Ar /T 0.207+0.023
la/p| 1.049+0.013

'[Qggf 0.729+0.034
Ff;ﬁnga (7.3+2.3)-102
Imz (45+2.6)-1072
S 1.184+0.035
epton 0.65+0.33
TaontKPT 0.79+0.30

-l-[t(aonJrSIowPl 1.74+0.20
TOther 1.4640.36
Tontee 1.48+0.24
fEspien 0.54+0.29

oot K 0.45+0.17
flaon+SlowPi 0.257+0.037
fOther 0.1684+0.050
fors e 0.224+0.042

Table 51: Results from CPT reweighted full Monte Carlo, Ass@é 2 fit, GExpresolution function.
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Parameter | BY fit results GExpmodel)

wEePen (2.98+0.62) - 102
Wg(aonJrKPi (20:|: 18) . 1(T2
whaon+SlowPi 0.14040.023
wgther 0.260+0.023
whgon P 0.13240.032
whzonSlowP 0.1204+0.035
Other (8543.4)-102
Awkepton (—15+1.1)-10°2
AwKaon+KPi (0.74+1.1)-10°2
AWKaonJrSIowPi (_37:|: 12) . 1(T2
AwOther (—4.0£12)-10°2
v (1.58+0.77)- 1072
Lepton (1.74+18)-10°2
p.Kaon-&-KPi (3.3:|: 1.4) 1072
uKaon+S|owPi (_04:|: 15) . 1(T2
LOther (-1.9+15).10°2
llr;mav —2.16+0.91
flav]
||m)\:\_|f|‘ ~2.21+0.98
l‘nxmag ~1.33+0.96
tag|
IMiag -1.44+1.0
Atag|




Parameter | BY fit results GG model)

Am 0.4799+ 0.0056
Ar /T 0.177+0.018
la/p| 1.0532+ 0.0093

i 0.734::0.028
RoceRe (0.1+£1.9)-10°2

Imz (-1.1+£6.2)-10°?

Sore 1.2644+ 0.051

Corao” ~0.180+0.048

Jaon+KPi —0.297+0.040
dlaon+SlowP —0.305+0.039
Sgare” —0.204+ 0.040
core s ~0.25840.034

fail (42425)-1072

Sail 41+1.1

Atail —2.14+0.69
foutlier (26+1.0)-10°3

Table 52: Results from DCKM reweighted full Monte Carlo, Aysas 2 fit, GG resolution function.
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Parameter | BY fit results GG model)

wEPEen (3.07+£0.72)-10°2
Wg(aonJrKPi (27:|: 14) .1072
wkaon+SlowPi 0.140-+0.017
wgther 0.284-+0.016
wgon P 0.116:£0.024
wizon s SlowPi 0.122:£0.025
Other (3.8+25)-1072
Awtepton (—2.24+0.89)-10°2
AwKaon+KP | (_116+£0.82)- 102
AWKaonJrSIowPi (_281:|: 086) . 1@2
AwOther (—2.924:0.87)-10°2
v (1.82+0.59)- 102
lLepton (1.0+1.4)-10°2
p_Kaon-i—KF’i (1,2:|: 1.1) 1072
uKaon+S|owPi (_08:|: 11) . 1(T2
LOther (-0.2+1.1)-10°2
||n;xﬂav ~1.41+0.81
tlav|
% 0.96-£0.89
||n;)\tag —-1.07£0.79
tag|
IMiag 1.4440.85
tag|




Parameter | BY fit results GG model)

Am 0.4799+ 0.0055
i 0.177+0.018
la/p| 1.0533+ 0.0093

e 0.736+0.026
Sore 1.2644+ 0.051
Eorao"” —0.180+0.048
daon-+KPi —0.297+0.039
Biaon-+SlowPi —0.306+0.038
OQther —0.204+0.039

oo —0.259+0.034

frail (4.2+2.4)-1072

Sail 41+1.1

Stail —2.15+0.68
foutlier (26+1.0)-10°3

Parameter | BY fit results GG model)

wp P (2.974+0.45) - 102
whaon+KPi (26+£1.3)-10°2
whaon +SlowPi 0.139+0.016
wgther 0.284-+0.016
WgEoL P! 0.116-+0.024
wgon +lowt 0.1234+0.025
Qner (3.8+25)-102
Awtepton (—2.25+0.87)-10 2
AwK2on+KPi (-1.16+0.81)-10°2
AwKaon+SlowPi | (2 894 0.86) - 102
AwPOther (—2.924+0.87)-10°2
v (1.81+0.57)-10°7
plepton (1.0+1.4)-102
p_Kaon-i—KPi (1'2:& 1'1) .1072
uKaon+S|owPi (—08:|: 11) .102
pOther (-0.2+1.1)-10°?
QT —1.27+0.35
flav
'lr‘;?—lf" 0.8240.38
ey ~0.94+0.29
tag|
IMAiag 1.29+0.32
[Atag]

Table 53: Results from DCKM reweighted full Monte Carlo, Aysas 1 fit, GG resolution function.
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Parameter B fit results GG model)

Am 0.5252+ 0.0080
Ar/r —0.188+0.035
la/p| 0.926+0.013

e 0.361+0.070
ocrRez ~0.116+0.038

Imz 0.25340.028

Sore 1.229-+0.041
core" (—2.1+6.1)-10°2
akaon —0.305+0.035
e —0.279+0.070
e —0.234+0.052
core 0.283+0.034
fail (39+11)-102

Sail 5.40+0.81

Otail —1.53+0.46
foutlier (1L.0+1.3)-10°3
wy PO (7.29+0.78) - 10 2
w2on (6.5+£1.7)- 102
wy T 0.227-+0.035
whT2 0.389+0.031

Kaon, 0.16340.027

Sope (—4.7+6.0)- 1072
Wiigpe (—2.1+4.6)-10°2

Awepton (0.3+1.4)-10°2
Awkeo" | (—263+0.99)-1072
AWNTY (11+2.0)-10°2
AWNT2 (—=35+1.6)-102
v (96+84)-10 3
pepton (20421)-10°2
peon (—1541.1) 102
T (0.5+£2.7)-102
uNT2 (2.842.0)- 102

Parameter | B fit results GG model)
A lay 16+12
[Atlav| ) .

A ey 12412
[Atiav| : )
MMAiag 12413
|)\Lag| : *
[MAtag 07413

ol

fFlirompthIav 0.371+0.054

aon

f‘ﬁf?’f otBiriay 0.609-£ 0.018

f‘ﬁf?’? otBi1ay 0.600-£ 0.030

f'&m{“ 1By 0.688-£ 0.019
ntag

foromptBiiay 0.701+0.015
Sack 1.333+0.014
Oback (—3.49+0.97)-1072

fhackoutlier (1.3940.14)-10°?
epton

Wy Prom ot 0.118+0.069
of‘?"rlgmpt 0.24484-0.0097

wh, prompt 0.330+0.025

0 promp 0.449-+0.013

epton

Wy o ot 0.42240.045

Onon-_prompt 0.372+0.015

0’%” orompt 0.455+0.036

Binon- prompt 0.453+0.025

Thon- prompt 1.3124+0.037
Thon-prom ptBCPKg 1.62+0.27

1:prom pLJ/WKs(TeH ) 0.594+0.077

forom Pt/ WKs(TOTO) 0.61540.088
foromptw(2s)Ks 0.68+0.17
fpromptxeKs 0.224+0.25

Table 54: Analysis 2 fit result& G resolution function, using Elba Tagger.

Parameteil Nominal fit (Moriond tagger) Elba Tagger
Am 0.525440.0076 0.5252+ 0.0080
Ar/T —0.189+0.037 —0.18840.035
la/p| 0.925+0.013 0.926-+£0.013
Ig\‘i‘gr 0.327+0.066 0.361+0.070
F‘{)\eé‘gr Rez —0.1204+0.035 —0.1164+0.038
Imz 0.258+0.029 0.253+0.028

Table 55: Comparison of Analysis 2 fit resul&@ resolution function, between the default Moriond Tagger

and the Elba Tagger.
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Parameterl Nominal fit (Moriond tagger) Elba Tagger
Am 0.52534+0.0076 0.52524+0.0079
AT /T —0.188+0.037 —0.188+0.035

19/p] 0.925+0.013 0.926+0.013

I‘n;égr 0.3394+0.067 0.377+0.071

Table 56: Comparison of Analysis 1 fit resul@( resolution function, between the default Moriond Tagger
and the Elba Tagger.

Parameter B fit results GG model)

Am 0.4796+ 0.0039
AT /T (—1.6+1.7)-102
la/p| 1.0062+ 0.0066 -
mgr 0.678.L0.027 Pallrr;lmeter | B fit results GG model)
ROeRez | (-13+20)-10°2 ! ~0.25+0.55
Imz (02+14)-10°2 % 0.20+ 0.56
Sore 1.268+0.023 e
fopLon —0.117+0.030 | mtfglg 0.5440.59
dkaon —0.326+0.018 ﬁ 0.2540.60
60:0% —0.203+0.037 flepion (0.00+0.29)-10°3
%ﬁtrgg _8§i;i 88?2 fg%omn ptBtiav (O'OOi 0-18) : 10_3
core - ' fNTL & (0.00+0.25)-10°3
fail (3.8140.87)- 102 frﬁnz PLBflav 15445102
Sail 4.4540.39 f%rgggtsﬂav O 103;: o
Stai —1.54+0.32 proSn; PtBiiay 1'361i 0.070
foutlier (2.45+0.57)-10°3 ack : )
\jepton 6.40+0.36) - 10 2 Oback —0.195+0.033
\A(/)‘é”” ES.%i 0.813 1072 foackoutlier (1.63+0.38)- 102
wTL 0.192+0.017 Wy o romt 0.195-+ 0.020
wh'T2 0.353+0.015 Ohon- prompt 0.28974 0.0092
Wléﬁ)oge 0.162+0.013 0 Ao prompt 0.321+0.024
Wilope (1.7+2.8)-10°2 W0 non- prompt 0.398+0.017
WsNIgSe (-2.0+22)-10°2 Thon-prompt 1.338+0.034
Awepton (05+6.5)-1073 Tnon-promptBp,g 1.87+0.16
Awkaon (—1.00+0.46) - 102 f promptd/wks(rr ) 0.112+0.075
AwWNTL (0.1+£1.0)-10°2 f prompta/ ks (ror0) 0.30140.093
AWNT2 (—3.1840.78) - 102 Forompt(25Ke 0.164 0.20
| \Y (66:|: 39) 103 fpromthcle 0.29+0.14
prepton (1.70+0.95)- 1072
pikaon (84+5.2).10°3
pN T (—3.9+1.3)-10°2
T2 (-1.35+0.99) - 102

Table 57: Analysis 2 fit results, for inclusive MGG resolution function, using Elba Tagger.
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Parametei Nominal fit (Moriond tagger)

Elba Tagger

Am
AF/F
la/p|

|m)\cp
[Ace]

Re\ce Ry
[Acpl

Imz

0.4815+0.0038
(-1.4+17)-10°?
1.0058+ 0.0065
0.674+0.026
(-0.7+£1.9)-1072
(0.5+1.4)-1072

0.4796+ 0.0039
(-1.6+£1.7)-10°7?
1.0062+0.0066
0.678+0.027
(-1.3+2.0)-1072
(0.2+1.4)-1072

Table 58: Comparison of Analysis 2 fit resul@( resolution function, between the default Moriond Tagger

and the Elba Tagger, for the standard inclusive Monte Carlo.

Parametei Nominal fit (Moriond tagger)

Elba Tagger

Am
N\l
la/p|

|m)\cp
[Ace]

0.4814+ 0.0037
(—1.44+17)-10°2
1.0057- 0.0065
0.67340.026

0.4795+ 0.0039
(—1.6+1.7)-10°2
1.0060-= 0.0066
0.677+0.027

Table 59: Comparison of Analysis 1 fit resul@G resolution function, between the default Moriond Tagger

and the Elba Tagger, for the standard inclusive Monte Carlo.
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Parametel  Analysis1 | Analysis 2
Am (6.9+26)-10 %[ (6.8+26)-10 74
AT /T | (89+56)-103 | (9.1+54)-10°°
lg/p| | (284+4.4)-10%| (26+44)-104
Ak | (21+35)-10°% | (19+39)-10°3

cP]

o Rez — (=7.1+6.0)-104
cP
Imz — (1.7+1.8)-10*

Table 60: Differences between the standard fit and the one idgmosingl/\p mass constraint for theP vertex
(for technical reasonB® — JPK? (m°mP) is excluded from this comparison). The quadratic errdiediince is

reported as well. Only common event

s are used here.

Parameter

Analysis 1

Analysis 2

Am
Ar /T
la/p|

ImAcp
[Ace]

Ré\ce R ey
[Acpl

Imz

(9.8+£7.7)-10°%

(34+4.4).10°3
(-6.5+5.8)-10°%
(-7.1£9.3)-10°3

(1.09+0.97)-10°3
(264+3.9)-10°3
(-5.3+5.6)-10°%
(-6.94+6.8)-10°3
(5.842.6)-10°°
(-3.34+3.2)-10°3

Table 61: Differences between the standard fit and the one dsimg the charmonium vertex &® vertex.
The quadratic error difference is reported as well. Only cum events are used here.

Parametef

Analysis 1

\ Analysis 2

Am
Ar /T
la/p

ImAcp
[Ace]

Ré\ce R ey
[Acel

Imz

(-0.1+1.4)-10°%
(0.64+1.8)-10°3
(-2.1423)-10°%

(—2.6240.81)-10°3

(-0.74+3.9)-10°°
(0.64+2.0)-10°3
(-2.0423)-10*
(—-2.7+£16)-10°3
(0.24+3.2)-10°3
(-0.0+£1.9)-10°3

Table 62: Differences between the standard fit and the one @onoving thek? mass constraint. The quadratic

error difference is reported as well. Only common eventsiaes here.
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Parameter A m

Beam spot only constraint e
Average boost approximation [z 2l
No beam constraint
Remove VO veto I—Q—]
No J/y mass constraint
No K mass constraint .
No use of photons in CP vtx
FvtCluster tag algorithm

Use charmonium vtx

e

-0.018.01®.014.0120.010.008.00®.004.002 0 0.002

Parameter ‘%‘

Beam spot only constraint I—.—I

Average boost approximation|——e——|

No beam constraint

Remove VO veto
No J/\p mass constraint
No K, mass constraint H
No use of photons in CP vtx
FvtCluster tag algorithm
Use charmonium vtx I—Q—i

-0.008-0.006-0.004-0.002 0 0.002 0.004 0.006
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Parameter A?r

Beam spot only constraint I—Q—l
Average boost approximation I—'-0—|
No beam constraint
Remove VO veto H—I
No J/ mass constraint
No K mass constraint |-p-|
No use of photons in CP vtx
FvtCluster tag algorithm
Use charmonium vtx I—.—|
| 11 1 | 11 1 | 11 1 | 11 1 | 11 1
-0.08 -0.06 -0.04 -0.02 0 0.02

Parameter Im(A)

Beam spot only constraint —eo—
Average boost approximation }—e—
No beam constraint
Remove VO veto 1—0—|
No J/P mass constraint
No K mass constraint |.|
No use of photons in CP vtx
FvtCluster tag algorithm

Use charmonium vtx

e

-0.06 -0.04 -002 -0 002 0.04

Figure 52: Graphical summary of the differences betweerstidwedard fit and the different vertexing configu-
rations (explained in the text) from common events Ao, A /T, | q/p| and

'?;égr (Analysis 2).




Parameted

Analysis 1

Analysis 2

Am (—0.7£18)-10 3 [ (-0.6+1.9)-10°3
AT /T (80+7.7)-10% | (8.2+6.6)-10°3
lg/p| | (02+£17)-10% | (02+17)-10°3
Ak | (=0.7422)-107? | (—0.4+21)-10°2

cpl
ocPRez — (6.74+9.3)-10°3
cpl

Imz — (2.6+3.8)-10°3

Table 63: Differences between the standard fit and the one omoving the photons from ti@P vertex. The

guadratic error difference is reported as well. Only comrmaeents are used here.

Parameter Analysis 1 | Analysis 2
Am (-7.6+28)-103 | (-7.3£29)-10°°
AT/T | (-25+£17)-10°2 | (—2.7+1.7)-1072
la/p| | (1.3+£45)-103 | (1.3+45)-103
hce (234+22)-102 | (24+24)-10°2
cpl
o Rez — (0.64+1.3)-10°2
cpl
Imz — (0.3+1.1)-10°2

Table 64: Differences between the standard fit and the one dnoving the constraints from the beam. The

guadratic error difference is reported as well. Only comrmaeents are used here.

Parameter Analysis 1 \ Analysis 2
Am (-1.48+£0.25)-10°° | (-1.40+£0.47)-10°°
Ar /T (-34455)-103 | (-37+80)-103
la/p| (0.0£1.9)-10°3 (0.1+1.8)-10°3
e | (~1.31+048)-10°2 | (~147+0.56)-10°2
RocRez — (—3.0+£46)-10°2
cP|
Imz — (-1.8+55)-10°3

Table 65: Differences between the standard fit and the one dsimg only the beam spot constraint. The

guadratic error difference is reported as well. Only comreeents are used here.

Parameter Analysis 1 | Analysis 2
Am | (—63+57)-10%] (-6.1+6.1)-10%
Ar/r | (~02+48)-103 | (—0.2+5.1)-10°3
la/p| | (-1.64+11)-10°| (-16+11)-10°3
s (5.0+4.4)-103 | (46+4.1)-10°3
cpl
Ff;ﬁnga — (1.5+5.5)-10°3
Imz — (-0.6+£22)-10°3

Table 66: Differences between the standard fit and the one @noving the/© veto in the tag vertex recon-
structions. The quadratic error difference is reported @l nly common events are used here.
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Parametet Analysis 1 \ Analysis 2
Am (—3.42+0.61)-10° | (-3.38+£0.48)-10°
AT /T (3.1+6.4)-10°3 (27+7.7)-10°3
la/p| (-204+14)-10° | (-214+13)-10°3
T | (~149+0.63)-10°2 | (~1.49+058)-10 2
RocRez — (—36432).10°3
Pl
Imz — (-124+13)-10°3

Table 67: Differences between the standard fit and the one dsing theaverage boost approximatiorThe

guadratic error difference is reported as well. Only comreeents are used here.

Parameter Analysis 1 \ Analysis 2
Am (—09+13)-103 [ (-05+16)-103
AT/T | (-094+10)-102 | (-1.04+1.1)-102
la/p| (23+£22)-103 | (23+22)-103
ace | (2.67+0.90)-1072 | (32+1.3)-10°2
e Rez — (1.3140.84) - 102
Imz — (1.124+0.51)- 102

Table 68: Differences between the standard fit and the one dsing the alternativevt Cl ust er tag vertex
algorithm. The quadratic error difference is reported al. v@nly common events are used here.
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Parameter R—le}\(}l‘—)Re(z) Parameter Im(z)

Beam spot only constraint I—O—I Beam spot only constraint I—Q—I
Average boost approximation |—.—| Average boost approximation I—H
No beam constraint No beam constraint
Remove VO veto I—-—0—| Remove VO veto I—.-—|
No J/\p mass constraint No J/P mass constraint
No K, mass constraint I—H No K mass constraint H—|
No use of photons in CP vtx No use of photons in CP vtx
FvtCluster tag algorithm FvtCluster tag algorithm
Use charmonium vtx —eo— Use charmonium vtx I—O—l
| | | | | | | | | | |IIII|IIII|IIII|IIII|IIIIiIIIIlIIIIlIIIIlIII
-0.02 -0.01 0 0.01 0.02 -0.025-0.02-0.015-0.01-0.005 O 0.005 0.01 0.015

Figure 53: Graphical summary of the differences betweerstidwedard fit and the different vertexing configu-
rations (explained in the text) from common events, foz%?cg’ and Iz (Analysis 2).
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8.13 BPBC differences in reconstruction and tagging efficiencies

As discussed in appendix BB differences in reconstruction and tagging efficienciesapeterized by
andp®, can be extracted using two alternative approaches. Initieenative method, the detector charge asym-
metries are extracted with a counting-based approachgitirgl the time-integrated information contained in
the tagged and untagged events. On the contrary, in the dagdg method the untagged events are not used
at all and the precision that the estimatevaddndp® can reach is completely dominated by the large error in
the measurement ¢fq/p |, since in this caséq/p | can only be measured with CP events. Tables 69 and 70
show the physics and andp® parameters extracted with the two methods, to be comparddk toominal fit
configuration (All Events method), shown in tables 16 and P@.note: i) overall, the statistical error for all
physics parameters is better for the nominal fit configunafofully time-dependent analysis exploiting tagged
and untagged events provides the smaller variance), andassded in appendix A, the improvement is large
for A /T'; i) there is an excellent agreement between the All Evemtsnfnal) and Alternative methods in the
extracted values of andp®; iii) very large error on g/p | with the Tagged only method, since this parameter

is in this case measured with CP events only.

Parameter | Analysis 1 | Analysis 2
Am 0.5266:+0.0079 | 0.5267+0.0079
Ar /T —0.183+0.046 —0.186+0.046
la/p| 0.924+0.015 0.925+0.015
'mgf 0.335+0.067 0.323+0.066
foeéﬁf Rez — —0.120+0.036
Imz — 0.258+0.029
v (0.7+0.8)-102 | (0.7+0.8)-10°?
plepton (294+4.2)-102 | (29+42)-102
piaontKPi | (. 224209).1072 | (-2.2+2.9)-102
piaontSlowPi |\ (0 4427).102 | (0.4+27)-102
pOther (26+27)-102 | (25+27)-10°7?

Table 69: Physics and andu® parameters as extracted using the Alternative method (ggendix A). In
this method theB°B° detector asymmetries are extracted using time-integnates. These results must be
compared to those obtained with the nominal fit (All Eventgirod in appendix A), tables 16 and 20.

8.14 Results by run period

The fit was also performed for four different data taking pési Run 1, Run 2a, Run 2b, Run2c-d. Run 2d
is joined to Run 2c since the low statistics @ fb~!). See section 3 for the corresponding run numbers and
integrated luminosity. The results are given in table 71.

8.15 Splitting of B¢5y Sample

As a cross-check of the DCKM effects in the reconstructed @¢,, sample), thd¢ 5, sample was splitted
in two sub-samplesB® — D™)1i(p, &) andB°—J/PK*O, the latter free of DCKM contributions in the reco'd
side. The test was performed running the nominal fit sepgritie B® — D) 1i(p, &) andB°— J/P K*©. Bepkg

and BCPKB samples are unchanged with respect to nominal fit. WhendfittieB°— J/{ K*° sample
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Parameter | Analysis 1 | Analysis 2
Am 0.5268+0.0079 | 0.5268+0.0079
AT /T —0.185+0.046 —0.187+0.046
la/p| 0.969+ 0.046 0.969+ 0.046
'lf‘;ggf 0.333+£0.067 0.320+ 0.066
Fffggf Rez — —0.120+0.036
Imz 0.257+0.030
v (-3.7+4. 7) 1072 | (-3.64+4.7)-102
plepton (—2144.9)-102 | (—2.14+4.9)-102
pieont+KPi | (_§84409).102 | (—6.9+4.8)-102
piaon+SlowPi | (344 50).10°2 | (—3.444.9)-102
pOther (-3.3£5.0)-102 | (—3.4£5.0)-1072

Table 70: Physics and andp® parameters as extracted using the Tagged only method (peedip A). In
this method the untagged events are not used at all. Thadésrerist be compared to those obtained with the
nominal fit All Events method in appendix A), tables 16 and 20.

Parameter Run 1 | Run2a | Run2b | Run2c+2d
Am 0.5144-0.016 | 0.5554+0.021 | 0.5254-0.013 0.5264-0.014
AT /T —0.240+0.075 | —0.23+0.12 | —0.1244+0.065 | —0.181+0.059
la/p]| 0.9334+0.025 | 0.9594+0.033 | 0.93040.022 0.89740.024
Ir;é‘gf 0.464+-0.14 0.194-0.16 0.314+0.11 0.334+:0.12
Parametef Run 1 \ Run2a | Run2b | Run2c+2d
Am 0.5274+0.019 0.5564-0.021 0.5254-0.013 0.5274+0.014
AT /T —0.238+0.057 —0.23+0.13 | —0.124+0.066 | —0.182+0.060
la/p| 0.9354+0.026 0.9594-0.032 0.93040.022 0.89740.024
|‘n;ég|p 0.454+0.13 0.154+0.14 0.31+0.11 0.31+0.12
ROcrRez | (1.9+7.0)-10°2 | ~0.135:+0.044 | ~0.131::0.048 | —0.140+0.073
Imz 0.26540.058 0.1264-0.092 0.2894-0.050 0.2664-0.057

Table 71: Fit results by run period for Analysis 1 (top) and@t{om).

Im)\flav
‘)\flav|

8.16 Results from alternative minimization algorithm

were fixed to zero. The complete fit results from both thesafagyiven in table 72.

The nominal fits for Analysis 1 and Analysis 2 were performeohgM nui t instead of the defauNAG
The results are reported in tables 73 and 74, for Analysisdl2arespectively. The
agreement with the nominal fits, tables 16 and 20, is exdellEhis cross-check for data fits using two com-
pletely different minimization libraries was very impanteo verify the robustness of the final result.

option incpt NagFi t .
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8.17 Results from charged B'’s

As an additional control check, the nominal fit was applietheochargedB sample. As flavor sample in this
case we used the open charm charBexhmple described in section 7.1.1B%, sample, and as CP sample
we used the charmoniuB* sample. Due to the absence of mixing and CP violation in teasgples, it was
not possible to perform a simulatenous fit to all the parameiehe check was then performed by fixifsg=0
and| g/p |=1 in theB¢5y Sample, andm=0.472ps ! and 'lmﬂzo in theBcp samples, fitting only foAl' /T,

A
Rez and Inz. The results are given in table 75. No statisticcglly sigafficdeviations from O are observed.

Figure 54 summarizes graphically the differences to theinalfit in the data for the different cross-check
configurations described in this section.

8.18 Resolution function dependence with tagging category

We assumed in the nominal fit common resolution functionmpatars for all tagging categoriedj , daj
Ocores Otail and fout, ONly dcore is different for each category). From the inspection of themmalized residual
distributions of the high statistics inclusive Monte Cdits, section 8.8, there is evidence of small differences
betweenLept on andnon- Lept on categories, seen as a smallstructure in the residual distribution for
unmixed events, figure 48. THgy,, data sample, about 4 times smaller in size than the MonteoCdwmles
not show such a structure (figure 25). To check the impactefidumption of common resolution function
parameters for all tags, we performed dedicated fits for dathinclusive Monte Carlo, using a different
resolution function foL.ept on andnon- Lept on tags (a different set of parameteffg, dail, Ocore ANAC4il
but with a commonf,). Despite a sizeable difference in the fitted resolutiorcfiom parameters, the change
in the physical parameters remains negligible, as seemiesa6 and 77.
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Parameter =
Nominal Fit (GG) —e—
Nominal Fit (Gexp ——
1, free (GG) —e—i
1, free (GExp) ——
K CP sample
K, CP sample
Lept on tag ——
Kaon+KPi tag ——
Kaon+S| owPi tag ——
O her tag ——
Shape only fit
Elba Tagger —e—
M nui t
Run 1
Run 2a
Run 2b
Run 2c+2d

DYm(p,a,) flavour sample

JIy K" flavour sample

No untag events ——
EML + time int. constraint —e—
Lept on resol. function —e—
cob oo b bev b b b L
-04 03 -02 01 -0 01 02 03

Parameter %IMRe(z)

Nominal Fit (GG) ——
Nominal Fit (Gexp ——
1 free (GG) —e—
1 free (GExp) ——
K CP sample
K, CP sample
Lept on tag ——
Kaon+KPi tag —e—
Kaon+S| owPi tag —e—
Q her tag ——
Shape only fit
Elba Tagger —e—i
M nui t
Run 1
Run 2a
Run 2b
Run 2c+2d
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JIy K flavour sample
No untag events —e—
EML + time int. constraint —e—
Lept on resol. function —e—
b b b b b by b i
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Parameter |%|

Reé\cp

/Pl P
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Nominal Fit (GG) —e—i
Nominal Fit (Gexp ——
1, free (GG) ——i
1, free (GExp) ——
K CP sample
K, CP sample
Lept on tag ——
Kaon+KPi tag ——
Kaon+S| owPi tag ——
C her tag ——
Shape only fit
Elba Tagger —e—
M nui t
Run 1
Run 2a
Run 2b
Run 2c+2d
Dn(p,a,) flavour sample
JIp K’ flavour sample
No untag events —_————
EML + time int. constraint —e—i
Lept on resol. function —e—
[ INEANEN S ANAN AN ANEN AYANEN AN B STATAN N ANAT AT AU
-015 -01 -0.05 0 0.05 0.1
Parameter Im(z)
Nominal Fit (GG) ——
Nominal Fit (Gexp ——
1 free (GG) —e—
1, free (GExp) —e—
K CP sample
K, CP sample
Lept on tag —e—
Kaon+KPi tag —e—
Kaon+Sl owPi tag —e—
O her tag ——
Shape only fit
Elba Tagger —e—i
M nui t
Run 1
Run 2a
Run 2b
Run 2c+2d
D"1(p,a,) flavour sample
JIp K flavour sample
No untag events —e—
EML + time int. constraint —e—
Lept on resol. function —e—
1 1 1 | 1 | 1 | 1 | 1
-03 -02 -01 0 0.1 0.2

Figure 54: Graphical summary of the differences betweersthedard data fit and the different cross-check
configurations described in this section fdr /T,

Rez and Ine (Analysis 2).




Parameter | StandardBsay Using D'X | Using JIIK*
Am 0.5254+0.0076 0.5258+0.0078 0.514+0.023
ATT —0.189+0.037 —0.186+0.037 —0.223+0.055
la/p| 0.92540.013 0.919+0.013 0.97740.033
"";ég,lp 0.327+0.066 0.331+0.066 0.291+0.079
%Ra —0.120+0.035 —0.120+0.036 (—6.946.3)-1072
Imz 0.25840.029 0.25640.031 0.28440.058
v (1.11+0.84)-10°2 (1.18+0.89)-102 (13£25)-10°2
Lepton (24+22)-102 (26+£23)-102 (3.3+£6.6)-1072
pitGaontKPi - (—22+1.7)-1072 (—33+1.8)-1072 (32+4.7)-1072
piKaon-+SlowPi (14+16)-10°2 (05+17)-10°2 0.12340.045
pOther (14+16)-10°2 (28+1.7)-10°2 —0.144+0.049
LI 23+11 27+12
Aflavl
'Efl”alv —06+11 —06+12
';}‘fﬁ‘gaf 15412 19413 15422
';“xf—‘af —01412 00+13 27423
agl
Sore 1.245+0.039 1.234+0.040 1.352+0.083
Bigpton (23+6.5)-102 (6.7+£6.6)-1072 —0.11+0.16
SKaon-+KPi —0.273+0.048 —0.280+0.049 —0.31+0.12
Jaon-+SlowPi —0.322+0.042 —0.318+0.044 —0.34+0.10
SQther —0.295+0.043 —0.301+0.045 —0.38+0.11
domae —0.277+0.033 —0.283+0.034 —0.251+0.079
frail (3.40+0.98)-102 (3.30+£0.99)-102 (1.7+12)-10°2
Sail 5.65+0.80 5.64+0.84 75+20
Btail —~1.4540.49 —~1.4940.53 ~0.6+19
foutlier (0.8+12)-10°3 (11+13)-10°3 (0.0+£6.9)-10°°
wgPe" . (2.59+0.65)-102 (2.59+0.67)-10°2 (4.7+28)-10°2
wpyeon P (2.0+£2.0)-10°2 (22+21)-10°2 (0.0+£5.1)-10°4
waon-+SlowPi 0.159+0.024 0.153+0.025 0.212+0.068
wgther 0.26540.025 0.26240.026 0.26240.070
whaon FKP 0.133+0.036 0.120+0.037 0.237+0.043
Wit towPi (7.143.6)-102 (7.64+3.8)-102 0.03+0.11
Some (7.4+£38)-10°2 (8.3+£4.0)-10°2 0.05+0.11
Awtepton (-12+1.2)-102 (-14+1.3)-102 (3.3+£4.9)-102
Awfaon tKPT (—2.7+1.3)-1072 (-33+1.3)-1072 (0.5+3.6)-1072
AwKaon+SlowPi (—4.2+1.3)-10°2 (=5.0+1.4)-10°2 (3.0+35).10°2
AwPOther (—2.941.3)-10°2 (—2.9+14)-102 | (—6.8+36)-1072
Lepton
rOMAtB iy 0.25240.065 0.254+0.066 0.13440.089
bromBh 0.601+0.022 0.600+0.022 0.45+0.15
foromatBoey 0.622+ 0.020 0.626-+0.020 0.20+0.17
f o ptBi1ay 0.651+0.019 0.655+0.019 0.28+0.16
Do Biiay 0.70440.015 0.708+0.015 0.25+0.13
Shack 1.334+0.014 1.334+0.014 1.20+0.13
Sback (—3.41+097)-102 | (-3.414+0.97)-102 | (1.0+6.8)-10°2
fhackoutlier (1.40+0.14)-102 (1.38+0.14)-102 (3.6+1.3)-102
oy -0.214+0.14 —-0.20+0.14 —1.0000+0.0055
W ot 0.173+0.015 0.167+0.015 0.63+0.20
bomomnt 0.304+0.012 0.303+0.012 0.35+0.32
e ot 0.419+0.012 0.416+0.012 0.84+0.31
Wb promet 0.39740.047 0.391+0.048 0.50+0.19
W o ot 0.352+0.022 0.357+0.022 0.21+0.13
W aon prompt 0.342+0.019 0.343+0.020 0.305+ 0.092
WG han- prompt 0.465+0.021 0.469-+0.022 0.37+0.10
Tnon- prompt 1.313+0.037 1.307+0.037 1.48+0.19
p! p
Tnon- prompt& o 1.63+0.27 1.63+0.27 1.2340.19
S 0.587+0.077 0.587+0.077 0.47+0.12
f orompta/wke(r070) 0.62240.087 0.623+0.087 0.51+0.12
prompty(29Ks 0.69+0.17 0.69+0.17 0.49+0.25
0.22+0.25 0.224+0.25 (0.0+£5.8)-1073

promptxciKs

Table 72: Comparison of Analysis 2 fit results usBy— D(*)n(p, ar) or BO—JWK*0 alone a4, sample.
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Parameter | B fit results GG model) Parameter [ BYfit results GG model)
| ST o
la/p| 0.925+0.013 UL 0.15+0.94
mice 0.338+0.067 ! 0.46 0.98
Sore 1.245+0.046 s
Iég?éon | (2.31 6.5) .10°2 m 0.8+1.0
Oore ~0.273+0.048 F o tBriay 0.253+0.064
6CK(§IrC)en+S|OWPI —0.322+0.043 fKaOn+KPi 0.601+0.022
B0gher ~0.2950.044 R p oy ' '
core oot 005 flaon  Slowr 0.623+0.020
foan (34+1.4)-10°2 T TOmpLB 1ay 0.652+0.019
Sai 57+11 P 0.704+0.015
Sl —1.46+0.49 Shack 1.334+0.014
fout“er (08:|: 13) . 1073 6back (_342:l: 097) . 1072
\A/éePton (2.59+0.65) - 102 fhackoutlier (1.40+0.14) - 102
WgaonJrKPi (1.9+2.1)-10°2 W'(‘fg:g% ot —0.214+0.13
Wgaon+hSIowPi 0.160-+0.023 g%"rg?‘%}éf' . 0.173+0.015
rfgt - 0.265+ 0.024 wizont SlowP 0.304-0.012
Wiio:er:e;c)w;i 0.132+ 003§2 vva?rec’rm ot 0.419+0.012
Wiz e (6.9+3.4)-10 Ty 0.397+0.045
Slope (7.3+£3.7)-10°2 A, 0.352+0.022
Buperen (-12£12).10" Wc’i%%"nfi'%”nfbt 0.343+0.019
A\NK . (—26:|: 12) . 10 ther 0466:|: 0021
AWKaon+SIowP| (_4 0+1 3) . 1072 0,non—prompt
AwOther 2.8:|: 1.3 10-2 Tnon-prompt 1.314+0.037
5 ((10 0 :l: 8 3)) -1073 Tnomprom pthng 163:': 026
l_lLepton (23:|: 22) . 1@2 fprom ptd/PKg(TrHTT) 0.586+0.076
p‘Kaon+KPi (_2.31 1_7) . 1072 fpromth/ng(rPTP) 0.622+0.086
uKaon+S|owPi (14:|: 16) . 1@2 fpmm PLY(2S)Ks 0.68+0.17
Other (14+16)-102 Foromptxeiks 0.22+0.25

Table 73: Analysis 1 results froM nui t , GG resolution model.
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Parameter | B fit results GG model)

Am 0.5253+0.0077
Ar/r —0.189+0.037
la/p| 0.925+0.013
T 0.326-+ 0.066

cpl
oCeRez —0.121+0.036

Imz 0.2584 0.029
Sore 1.24540.046
core " (2.2+6.5)-10°2

Olgon +KPi ~0.273+0.048
iaon-+SlowPi ~0.322+0.043
Sours” —0.296+ 0.044
core® ~0.27740.034

fail (344+1.3)-1072

Sail 57+1.1

Stail —1.43+0.49
foutlier (0.841.3)-10°3

wg " (2.59+0.65) - 102
waen i (1.942.1)-102
whyaonStowPi 0.160-+ 0.023
wgther 0.265+ 0.024
waer 0.13340.037
W SlowF (7.0+3.4) 102
Sone (7.4+3.6)-102
Awtepten (-1.241.2)-102
Awfeaon P (—2.7+1.3)-10°2
A\A,Kaon+S|OWPi (—42:|: 13) . 1072
AwPOther (—2.9+1.3)-102
v (1.10+0.84)- 10 2
lepton (2.442.2)-10°2
Kaon kP (-2.3+£1.7)-102
uKaon+SIowPi (14:|: 16) . 10,2
pother (15+1.6)-102

Parameter | B fit results GG model)
IMAfjay
Rin] 23+11
) _06+11
g 15412
S 01412
ag
o By 0.252+0.065
Forompts o, 0.601+0.022
foromptBo! 0.622+0.020
e ot By 0.65240.019
P 0.704+0.015
Svack 1.334+0.014
Sback (-3.41+0.97)-102
foackoutlier (1.40+0.14) - 102
Wo Do o ~0.21+0.13
b oot 0.173+0.015
W o 0.304+0.012
WE rempt 0.419+0.012
Wo e rompt 0.398+ 0.045
wgmg,rgmpt 0.352:+0.022
Woaan prompt 0.342+0.019
Gnon prompt 0.465+ 0.021
Thon-prompt 1.313+0.037
Thon-prom ptBCPKg 1.63+0.26
forom ptI/WKs(reHTT) 0.586+0.076
fprompta/ukg(ror0) 0.622-+0.086
foromptw(2s)ks 0.68+0.17
fpromptyciKs 0.21+0.25

Table 74: Analysis 2 results froM nui t , GG resolution model.
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Parameter \ B fit results GG model)

AT /T (-3.0+1.8)-10°7
RocRez (—0.3+3.3)-102
CP
Imz (—2.8+£3.4)-10°?
Score 1.148+0.071
sopson —0.172+0.082
Siaont —0.257-+0.064
Blaon+SlowPi —0.270+0.058
3O ther —0.161-0.060
e —0.264+0.046
fiail (3.3+£32)- 102
Stail —-0.1+12
foutlier (29+1.3)-10°3
wp P (9.5+2.9)-10°3
whaon+KPi (1.4+£15)-10°2
whaon +SlowPi 0.111+0.019
wther 0.205+0.022
wiRon P 0.11540.028
Whiaon - SlowP (9.6+3.0)-1072
Qner 0.118+0.035
Awfepton (6.5+55)-10°3
AwK2on+KPi (-3.1£9.0)-10°3
AWKaonJrSIowPi (_24:]: 12) . 102
AwOther (-3.0£1.4)-10°?

Parameter | B fit results GG model)

\ (1.14+0.76)- 102
pepten (1.8+2.0)-102
praontKPi (1.5+1.5)-102
uKaon+S|owPi (1.4:|: 14) ) 102
pOther (—~1.9+15)-10°2
e i, 0.125+0.088
fomer "™ 0713+ 0,022
f%rgggwﬂav 0.786-0.016
promptBsiay : .
Svack 1.3274+0.016
dback (-0.7+£1.2)-1072
fhackoutlier (1.46+0.18) - 102
. 0.08+0.20
Wy aon K 0.113+0.014
wiaon o 0.220+0.014
LeW,?oi’I:ﬂgrm ot 0.352+0.015
bmon prompt 0.157+0.041
Wohon prompt 0.1854:0.022
W oo 0.260+ 0.025
WOt ompt 0.381+0.031
Thon_prompt 1.32440.052

Table 75: Results from the fit to tH&" control sample.

Parametef Analysis1 | Analysis 2
Am 0.52574+0.0076 | 0.5257+0.0076
AT /T —0.1884+0.037 | —0.189+0.037
lg/p| | 0.925+£0013 | 0.925+0.013
I‘n;égr 0.338+0.067 0.326+0.066
RocPRez — —0.119+0.036
Imz — 0.258+0.029

Table 76: Fit to full data sample using separate resolutimetion parameters farept on andnon- Lept on
categories.
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Parameter Analysis 1 | Analysis 2
Am 0.4800+0.0038 | 0.4800+0.0038
AC/T | (~15+17)-102 | (-1.4+17)-10°2
lq/p| 1.0058+0.0066 | 1.0059+0.0066
i 0.670+0.026 0.672-+0.026
Ff;ﬁnga — (—0.94+1.9)-102
Imz — (0.5+1.4)-1072

Table 77: Fit to inclusive Monte Carlo sample using sepamgelution function parameters fbept on and

non- Lept on categories.
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9 Systematic uncertainties

9.1 Signal probability of Bfj5, and BCPKg samples

The event-by-event probability fdB¢,, and BCPKSO samples was fixed to the values obtained from the
previousmes fits. We compared the fit results from the nominal fits to thei@alobtained by changing one
sigma up and down all thee sdistribution parameters, taking into account their catiehs. This is performed
simultaneously for all tagging categories, and indepethgédor the B¢, and BCPKg samples. The resulting
variations of physical parameters are given in table 78.

Parameten Analysis 1| Analysis 2 Parametent Analysis 1| Analysis 2
-46104 -5.010* +3.810°3 +35.10°3
Ar /T +4.6104 +4.9104 Ar/r —3.710°8 —35.10°2
+1.110* +1.110 +2510°* +2.910°*
[a/p] ~1.0104 ~1.0104 la/p| —2.3104 —2.6104
Re\cp _ +3510* Re\cp _ +1.7-10°3
Do REZ —33104 | REZ ~19.103
-26104 —6.5104
Imz - 425104 Imz - 456104

Table 78: Signal probability systematid;,,(left) and BCPKg(right) sample.

We adopted also an alternative approach assuming a flat piguability distribution: the events belonging
to the sideband regionrgs<5.27 GeVc?) are assigned a signal probability of zero, while we gavegaadi
probability equal to the purity of the corresponding santplsignal region eventsres>5.27 GeVc?). The
differences among fitted physical parameters with resgestandard approach are given in table 79. Results
are consistent. We extracted the systematics due to thesnederization just varying up and down the signal
probability by the purity statistical error, as shown inl&a80.

We finally assigned as systematics the larger one sigmaiearizetween the two methods.

Parameter Analysis 1 | Analysis 2

AT/F [ (0.70+0.33)-102 | (6.6+29)-10°°
la/p| | (—4.64+29)-10°° | (-45+29)-10°3

ocRez — (4.8+4.3)-10°3
Imz — (—2.4+23)-10°3

Table 79: Differences of the parameters using signal pribtyaftat distribution instead of standard ARGUS.
The errors are the quadratic statistical differences antiomgwo measurements.

In addition, we changed theg s endpoint in themgs fit (by default is fixed to 5.291 Ge\¢?) by 4-0.002
GeV/c?. The change on the parameters is given in table 81.

9.2 Resolution function

Two difference sources of systematics from the resolutiorction are considered.
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Parameten Analysis 1| Analysis 2 Parametert Analysis 1| Analysis 2
-7.710* -8.0.10* +1.9.10°3 +1.710°3
AT /T +7.9.104 +8.2.10-4 Ar /¢ ~1.7.10°3 -1610°3
+2.2:10°* +2.2:107* +2910* +3310*
la/p| —22104 —22.104 la/p| —27.104 —31.104
Re\cp _ +4.51074 Re\cp _ +6.510°°
[Acp] Rez -4.3104 [Acp] Rez -1910+4
o +1.010* . -6.1.10°*
Imz -9.610°5 Imz +5.7.104

Table 80: Signal probability systematics using signal plolity flat distribution, for BCPKSo(Ieft) and
Btiav(right) sample.

Parameterl Analysis 1| Analysis 2
+6.2.10°° -1510°
Ar /T —2.3104 —43104
| / | +5.9.10°° +6.2.10°°
asp +4.9.104 +4.9.104
Re\cp _ +9.910°5
[Acpl Rez +1.910-3
—4.2.10°°
Imz _ —35.10°5

Table 81:mgsendpoint systematics.

The first one is due to its parameterization, for signal amdl@oatorial background. This is estimated from
the difference between th&G vs GExp resolution models. The differences are reported in taple 8

The second source contributing to the systematics fromebelution function is due to the parameters of
the outlier component (width and bias), fixed, respectjviel\.0 and 0.0 ps. The uncertainty was estimated in
this case by assuming a flat outlier Gaussian, using asymmtable 83) and finite (table 84) normalization.
Differences have been done with respect to the nominal fit thié same (asymptotic or finite) normalization.
We take the largest variation for each parameter as systeenedr. The impact on the different parameters due
to the use of asymptotic hormalization was extensively stigated using toy Monte Carlo in reference [12]
(section 4.1.8). The conclusion from the study was that iyengtotic normalization is not a source of concern
except in the limit of large values &T /I" (range 0.2-0.3), in which case the finite normalization $usnt to
be more appropiate. Assigning a systematics as done alaogest difference among the asymptotic and finite
normalization assuming an outlier width of 8.0 and a flatieutomponent) accounts for any possible bias due
to the use of the asymptotic normalization. An additionaltdbution was estimated by varying +4 ps/-2 ps the
width, and+5 ps the bias. The results from this variation are summaiizéables 85 and 86.

9.3 Beam spot

The beam spot position and width are used in the vertexingyittign of the taggind3 [27]. For this reason
is important to determine the systematic contribution earfrom the determination of its parameters. We
performed Analysis 1 and 2 data fits moving the beam spot bynd®4@um in they direction (the one along
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Parametei Analysis 1 | Analysis 2
AT/T [ +77-103%]473-10°°
lg/p| | -13-10%| —-1.1-10°3

Ao Rez — +8.0-10°3

Imz — +3.2.10°3

Table 82: Resolution function parameterization systeraati

Parameteil Analysis 1 | Analysis 2
AT/T | -96-10%] —-1.1.10°3
la/p| | +34-10%| +34-10*
ocRez — ~3.8-10°°
cpl
Imz — +6.4-10°°

Parametei Analysis 1 | Analysis 2
AT/T [ +17-10%]419.10°3
lg/p| | —20-104 | —2.0.10°*
Re\ 4
9 Rer — +7.4-107
Imz — —6.6-10°°

Table 83: Systematic shift due to a flat outlier com- Table 84: Systematic shift due to a flat outlier com-
ponent Goutiier fixed to 20 ps). ponent Goutiier fixed to 20 ps). Finite normalization
is used and differences are calculated with respect to
finite normalization.

which is best determined the width) and increasing the wigtRB0 and 6Qum. Since the sample composition of
the reconstructed events can differ when the beam spotptaes are changed, we used the events common to
the two samples to perform a fit in the standard configuratimhiathe one where we introduced the systematic
effect. The differences among the fitted values are repamtbles 87 and 88. The largest differences are used
to assign the systematic error.

9.4 Absolutez scale and boost uncertainty

The uncertainty in the scale of tlle measurement has been estimated to be att®B% [28]. As this
estimate corresponds to the beampipe, the uncertaintydemsdonservatively increased by a factor 2 to account
for possible mistakes in the extrapolation to the beamspotthe other hand, the boost is known with a relative
precision of+0.1% [30]. The effect of the uncertainty on the absolngzale and boost can then be evaluated
scaling the measurefit and its error by 0.6% in the data sample. The effect on theigdlyparameters is
shown in table 89.

Parameten Analysis 1| Analysis 2 Parameten Analysis 1| Analysis 2
-1810* -2510* -3910* -41.10*
Ar/r 4221073 -3.7.104 Ar /T -1.110°3 -1.210°3
+1.410* +1.410* +2.310* +2.310*
la/p| ~12104 | +19.10°% |a/p] 436104 | 136104
Re\cp - +9.1.10°° Re\cp _ +1.110*
[Acel Rez -1.1104 [Acel Rez +5.7:.10-5
. -9810°° _ +9.010°°
Imz +2.1.104 Imz +1.6.10°4

Table 85: Systematic shift corresponding to the vari- Table 86: Systematic shift corresponding to the vari-
ation of oguiier Of +4 / -2 ps around the value fixed  ation of dqyiier Of 5 ps around zero (standard fit).
in the standard fit (8 ps).
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Parametei Analysis 1 | Analysis 2 Parametei Analysis 1 | Analysis 2
AT/T | —-21.10%[—-22-103 AT/T | —41.10%[—-94-107
la/p| | —26-10%| —24.10* la/p| | +1.2-10% | +1.2.10°3
j‘fgngez — +4.0-10* Tf;nga — +1.0-10°3
Imz — +3.8.10°3 Imz — +1.1-10°2

Table 87: Variation of the fitted physical parameters, wierndeam spot position is moved of @@ (left table)

and 40um (right table) in the positivg direction.

Parameteil Analysis 1 | Analysis 2 Parameteil Analysis 1 | Analysis 2
AT/T | -25.10°] —24.10°3 AT/T [+465.10°] +7.3.10°3
lg/p| | +19-10% | +2.4.10° lg/p| | -9.3-10% | —8.8-10°*

Re\ ReA
ool Rez — +3.9-10* ool Rez — +4.1.107%

Imz — +6.2-104 Imz — +1.7-10°3

Table 88: Variation of the fitted physical parameters, wHentieam spot width is expanded of @@ (left
table) and 6Qum (right table) in they direction.

Parameten Analysis 1| Analysis 2
+2.910°3 +3.210°3
Ar/T +2.9.10-3 +3.2.10°3
—-6.0.107% -6.2.107%
la/p| 60104 62104
Re\cp _ -1510°3
e REZ ~1510°3
_ +2.41074
Imz +2.4104

Table 89: Variation of the physics parameters by scalingribasuredit and its error by+0.6%.

9.5 SVT misalignment

In table 90 are reported the differences among the fittedegadfithe same Monte Carlo sample with perfect
anddi f f EL alignments.di f f EL (difference between the E and L alignment sets) is congidaneextreme
and unrealistic representation of the real misalignmerdng@rvatively, we use it to estimate the systematic
error from the SVT internal misalignment [9].

Parametei Analysis 1 | Analysis 2
AT/T | +52.10°| +6.1-10°3
lg/p| | -1.0-103%| -1.2.10°3
Fff“cp Rez — ~1.4.10°3
cp
Imz — -11-1072

Table 90: Systematic contribution coming from SVT alignm@rhe values reported are the differences among

perfect anddi f f EL alignments using the same MC sample.
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9.6 AverageB? lifetime

As discussed in section 8.1, the aver&jdifetime was varied by twice the PDG2002 error [26]0.016,
to assign the systematic error due to the fact that it was fixétae nominal fit configuration. The effect on the
physical parameters is reported in table 91.

Parameten Analysis 1| Analysis 2
-2810°3 -3010°3
Ar/T +3.4.10°3 +3.610°3
+1.2.10°3 +1.2.10°3
la/p| ~1210°3 ~1210°3
Re\cp _ 4361073
o REZ ~30.10°3
-3.6107*
Imz — +4.2104

Table 91: Systematics from the variation of the aver@g#fetime by +2 x 0.016 ps.

9.7 BT lifetime

TheB™ lifetime (used in the peaking background of #g,, sample) was varied by0.018 ps [26]. The
effect of the variation can be found in table 92. Let us no#e there is no effect propagated via e mistags
since in the chargeB sample fit used to extract the mistag parameter8thifetime was left free.

9.8 B mistags

Change byt+o the BT mistags (only the average mistagaag = 0; the slope and8°B° differences were
not varied). All the mistags were moved simultaneously ongo and down. The variation of the physics
parameters is given in table 93.

Parameten Analysis 1| Analysis 2 Parameten Analysis 1| Analysis 2
aryr | s | e AT/T | (3330 | it
[a/p| 5 Tiaie la/pl | heive | Liaide

TerRe | — | 2330 TerRe | — | 1.

me | — | s me | — | s

Table 92: Systematics the the variation of #Beé

Table 93: Systematic uncertainties due to the varia-

tion of oneo variation of theB™ mistag rates. Cen-
tral values are varied simultaneously for all the tag-
ging categories in the same direction.

lifetime by +0.018 ps.
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9.9 BB differences in reconstruction and tagging efficiencies

Charge asymmetries induced by a difference in the deteetmonse for positive and negative tracks and
any possible direct CP violation in the decay of flavor eigaied3 mesons (taggin®’s and reconstructeB’s
in the flavor eigenstate sample) are included in the PDF atrdat®d together with the other parameters from
the time-dependent analysis. By this reason no significgstematic effects are expected from this source.
However, in order to account for any possible and residuaicefwe assigned a systematic uncertainty as
follows. We rerun thé reconstruction, vertexing and tagging code after killiagdomly and uniformly (ngp,
0, ¢ dependencies) 5% of positive and negative tracks in the lstagistics dedicated full Monte Carlo sample.
This 5% is on average more than a factor three larger thanrdaespon with which it has been verified on the
data that there are no statistically significant asymneff@s shown in tables 16 and 20). The results from
standard fits, for the Analysis 1 and Analysis 2 fits, are showiable 94 (should be compared to the results
with no killing, tables 44 and 45). The half difference betwahe results obtained for positive and negative
tracks is assigned as systematics, as shown in table 95.

Parametei An. 1-positive | An. 1-negative] An. 2 -positive | An. 2 - negative

Am | 0.4814+0.0047 | 0.4803+£0.0048| 0.4814+0.0047 | 0.4804+0.0048
AT/T | 0189+0014 | 0.183+0015 | 0.189+0.015 0.184+0.016
la/p| | 1.0435+0.0080 | 1.0376:+:0.0080 | 1.0437+0.0080 | 1.0379+0.0080

e 0.7064+0.023 | 0.721+0.023 | 0.705+0.024 0.72240.024

RocrRez — — (—0.44+16)-1072 | (—0.8+1.6)-10°2

Imz — — (—02417)-102 | (04+17)-102

Table 94: Results from dedicated full Monte Carlo, Analyaifit, killing 5% of positive and negative tracks.
GG resolution function is used.

Parametei Analysis 1 | Analysis 2

AT)T ] -56-10°%] -50-10°3
lg/p| | -59-103%| -58-103
Ff;’égr Rez — -39.10°3
Imz — +5.9.10°3

Table 95: Systematics from residual charge asymmetries.

Another source of residual charge asymmetries is due taaittettiat theB°BP differences in tagging and
reconstruction efficiencies for combinatorial backgroenthponents were fixed to zero in the nominal fit. The
effect from this assumption can be tested adding a new sétanfie asymmetry parameters for the combinato-
rial background components. The measured valuesaoid® are well compatible with zero and the variation
of the physical parameters with respect to the nominal fibas in table 96.

9.10 Tagging efficiency

Since the value of tagging efficiency is fixed in the nominalviié made a set of fits varying up and down
each tagging category efficiency, according to Poissorr®rrds systematic uncertainty, shown in table 97,
we guote the quadratic sum of the contributions from all tlagygategories. The contribution is found to be
negligible.
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Parametei Analysis 1 | Analysis 2
AT/T | —31.107%] -31.104
lg/p| | +9.9-10%| +99-10*
R Rez — ~42.10°5
cp
Imz — -7.9-107°

Table 96: Systematics due to residual charge asymmetrmsmiinatorial background.

Parametei Analysis 1 | Analysis 2

AT)T [ +17-10°] +14.10°
la/p| | +89-10°| +89-10°
Re\
hef Rez — +6.2-1077
Imz — +1.9-10°°

Table 97: Systematic uncertainty from fixing the taggingcedficies. Tagging efficiencies have been varied
separately up and down for each category, according to &toesors. The quadratic sum of the contributions
from each category is quoted as uncertainty.

9.11 CP violation in the decay

We changed byt10% the ratio of conjugate decay amplitudes for CP eigegstiaipcp. The impact on
the physics parameters is given in table 98. No systematiasdsigned to possible direct CP violation effects
in the tagging and flavor eigensteBesamples since these effects are included in the PDF and drefgghe
charge asymetries, parameterandp®, equations (101) and (100).

Parameterl Analysis 1| Analysis 2
+1.710°3 +1.810°°
Ar /T ~1.410°3 -1.610°3
+3.910°3 +3.910°3
‘ q/p ‘ —4.3.103 —4.3.103
Re\cp _ +6.810°4
| REZ ~33104
_ +2.7.1078
Imz —4.310°4

Table 98: Variation in the physics parameters due #18% direct CP violation in the CP eigenstate sample
(rcecp parameter).

9.12 Doubly-CKM-Suppressed decays

. . S —  Re\ Re\
Systematics from Doubly-CKM-Suppressed decays ariseauledertainties |mtagf%at:‘9, rtag%'\‘_alg, rf|av‘}\T2j|v
tag

Rtiav - yncertainties fronty andry via the DCKM sine terms are taken into account via the resgali

|)\flav_ _
IMAtag  IMAtag  IMAfjay nd IMAfjay
Aagl * Atagl T Pflav] Atiav]

andriag

as discussed in section 2.10. To evaluate the systemijchjonte Carlo
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samples scanning all possible values of the DCKM phaseshwdiie different values of the cosines, f8?
andB° independently (81 combinations), were generated. Thergtoe used a single channel since, as dis-
cussed in 2.10 and proved in B.3, this corresponds to theengitgation. In the nominal fit we assumed the
central value ofag andr 4y to be 0.02, estimated assuming that the amplitudes are dtediby the Standard
Modelb — c andb — ctransitions for the favored and suppressed decays, resggdsee figure 1), taking the
values of the CKM matrix elements from [26] and neglectingections due to the ratio of the suppressed to
the allowed decay constants. In an attempt to account fenfiat additional diagrams (due to New Physics),
effects from decays constants ([36]) aB®B° differences, we assign an uncertainty of 100%, which gives a
maximum value of 0.04. This is the value used in the generafithe samples were then fitted with the nomi-
nal fit, including all the experimental effects except backmds. From about 150 times the data statistics, the
largest offset among the 81 different DCKM phase configaratifor each physical parameter independently
is evaluated, as reported (together with their statisticglertainty) in table 99, for Analysis 1 and Analysis 2,
respectively. The largest between the bias and its statisincertainty is used to assign the systematics from
Doubly-CKM-Suppressed decays, as given in table 100.

Parameterr  Analysis 1 Analysis 2
Am 0.0011+0.0003 | 0.0033+0.0005
AT /T 0.0057+0.0026 | 0.008+0.003
la/p| 0.0031+0.0009 | 0.0035+0.0007
"Tégr 0.020+0.005 0.02840.006
Fffzgr Rez - 0.0325+0.0021
Imz - 0.0062+0.0018

Table 99: Largest offset among the 81 different DCKM phasd#igarations for each physical parameter, for
Analysis 1 and Analysis 2. Estimated from150 times the data statistics.

Moreover, the dependence of the central value and thet&tatisrror of each parameter was evaluated in a
wide range ofag='fiav (Detween 0.005 and 0.055). The stability was remarkablshasn in figure 55. This
stability is expected since the sine terms of the DCKM phaseéree parameters, therefore absorloiagr fiav
effects (see section 2.10), while the cosine terms are fixedro.

Parameten Analysis 1| Analysis 2
AT /T 0.0057 0.0077
la/p| 0.0031 0.0035

RoceRez - 0.0325
cp|

Imz — 0.0062

Table 100: Systematics from Doubly-CKM-Suppressed decays
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Variation of the central value and statisticaberof the different parameters as a function of
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9.13 PDF asymptotic normalization

The PDF in the nominal fit was normalized asymptotically. €fect from this assumption was evaluated
by normalizing in the finite range defined by thecuts (—20, 20 ps), according to equation (105). The effect
on the different parameters is summarized in table 101.

Parametei Analysis 1 | Analysis 2
AT/T | 38104 -41.10 7
lg/p| | +51-10° | 452.10°°

RocPRez — ~58-10°°
cp|
Imz — +13-10%

Table 101: Systematic contribution from the usage of PDFgégtic normalization.

9.14 Likelihood fit

The precision on which we have verified from toy Monte Carlec{on 7.5) that the fitting procedure
provides an unbiassed estimation of all the physics paesiet assigned as systematic error due to the fitting
procedure. More specifically, we take as systematic errertduhis source the largest between the observed
bias (mean value of the residual distributions) and it3ssieal error due to the limited amount of toy Monte
Carlo experiments. The values can be found in table 102.

Parameter Analysis 1| Analysis 2
AT /T 84-103 | 31-10°°
lg/p| | 14-108 | 7.3.10°*

< Rez — 2.8-10°3
cp|
Imz — 29.10°3

Table 102: Likelihood fit systematics from fitting procedure

Another source of uncertainty contributing to the likelgofit systematics was estimated using the full
BABAR Monte Carlo. To evaluate this contribution we split the escle standard Monte Carlo sample into
data-sized samples, keeping the relative sizes of siBnal, Bcng and BCPK,? samples as observed in the
data. The dedicateBs 5, Monte Carlo was also used after reweighting it to the valdgékestandard sample.
The nominal fit (signal only) was then applied to the samplEse small combinatorial background in these
exclusive samples was rejected by using only events in grakregion fnes > 5.25 GeV/c? for Byay, BCPKg
| AE |< 10MeV for BCPKE)- The total available statistics after applying this pcho® was 6 times th8¢)ay
sample and 84 times tPBPCPKg andBcng samples. To take profit of the much lardyp statistics, we performed
the fit for all possible combinations &:p andBy|,y samples (6 fits). FdBcp dominated measurementS{/T,
Fffzngez), we evaluated the mean bias from the 84 fits, and the error from the combination of 84 fits
(6) with the largest RMS. FoBg,, dominated measurementsg(/p |, Imz), the mean bias and RMS was
estimated from 6 randoiBcp samples (as expected, no sizeable changes were observelgdiing a different
set of Bcp samples). The results obtained with this procedure arertegpan table 103. We assigned as
systematics the largest between the mean residual anddéstaimty, as given in table 104. No corrections
were applied to the central values extracted from the datzegno biases are observed. We should note that
this contribution takes into account possible missing drauzurate enough assumptions reproduced by the
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BABAR Monte Carlo, included possible correlations among themecBip contributions are the assumption
of a commonAt resolution function and mistags for all samples, as wellhascommon resolution function
parameters for right and wrong tags and for all tagging categ. The small deviation from the linear model
of the tagging-vertexing correlation (see figure 18) is @soounted for with this source of uncertainty.

Parametel  Analysis1 |  Analysis 2
Am 0.0045+0.0019 | 0.0047+0.0020
A /T | —0.002840.0051 | —0.0028+ 0.0051
lq/p| 0.007440.0063 | 0.007440.0063
'mgf 0.0089+0.0071 | 0.0097+0.0071
Ff;ﬁgf Rez — —0.0038+ 0.0037
Imz — 0.003440.0157

Table 103: Mean residuals with error from the data-sizeldviainte Carlo fits.

Parametel Analysis 1| Analysis 2

AT /T 0.0051 | 0.0051
la/p| | 00074 | 0.0074
o Rez — 0.0038
cpl
Imz — 0.0157

Table 104: Likelihood fit systematics from common mistags Ainresolution.

9.15 Peaking background fractions

The effect due to the uncertainty on the amount of chaf@dzhckground that peaks in thegs Byjay
distribution was estimated by changing the fraction of mbackground,fg

eak

from each subsample. The impact on the physics parametgikeisin table 105.

by +0.6%. In the case of the
BCPKg sample, it was changed according to the errors reportedia 12, adding in quadrature the contribution

Parameten Analysis 1| Analysis 2 Parametert Analysis 1| Analysis 2
—3510°° +4.4107° —2.2.107* -1.9107*
Ar/T +4.410-5 -5.310°5 Ar/r +8310°5 +6.910°5
-57-10°° —-6.7-10°° -9.810°° -1.610°°
[a/p] +5.810°5 +7.010°5 la/p| +4.310°6 +7.010°6
Re\cp _ -1110°° Re\cp . -5.6107*
[Ace] Rez +1310°3 [Acel Rez 121.10-4
_ -1.3107* _ +3.110°°
Imz +1.2104 Imz -5.7.10-5

Table 105: Peaking background systematics (Bfta, sample; right:BCPKso sample).
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9.16 CP content inBcng peaking background

The nominal fit assumes that the effectiygr of the peaking background for tI&PKg sample is zero. The
resolution function, mistags and physics parameters atevaed to be the same as for the signal. We varied the
the effectivencp between+1 and—1, and we assigned as systematic error from this source fieeedice to

the nominal fit. The results are given in table 106.

Table 106: Systematics due to the CP content of the peakiciggbaund component in tHBCPKg sample.

Parametert Analysis 1| Analysis 2
—4.910°° -3.110°°
Ar/T +4.7.10°5 +2.810°5
~5.6-10°° -9.1.10°©
la/p] +5.6:10°6 +9.210°6
Re\cp _ -1.8107*
Acp] Rez +19.104
_ +1.810°4
Imz ~1.7.104

9.17 At structure in combinatorial background

Another source of systematic uncertainty originates froenassumption that the temporal structure of the
combinatorial background in the side band region is a goagrgeion of the one in the signal region. We
varied the lower edge afies distribution from 5.20 GeYt? to 5.27 GeVc?, simultaneously for th&f, and
BCPKg samples. The variations of the fitted parameters with réspebe nominal fit are shown in figure 56.
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We also split the sideband region in seven equal slices eadfiel//c? wide, simultaneously for thByay
and BCPKg samples, and used each of these ranges, in a standard fitedihits rare shown in figure 57, where
we indicated also the extrapolation to signal region. Werede as systematic uncertainty the quadratic sum
of the extrapolation and the error on it. Results are reddrt¢able 107.
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Figure 57: Variation of the fitted physical parameters foalysis 1 and 2 with respect to the nominal fit using
different “slices” of events in theng s sideband region. The extrapolation to the signal regiome(Bblid circle)
from a linear fit is indicated as well.

Parametel Analysis 1| Analysis 2
AT/T | 1.7-103 | 18-102
lg/p| | 54-10% | 53.104

Fff\cp Rez — 1.1-10°3
cp|
Imz — 51-10%

Table 107: Systematic error due to the assumption of a contemaporal structure for sideband and signal
events in thengs distribution. See text and figure 57 for details.

9.18 Peaking background composition 0By, Sample

The nominal fit assumes that the peaking background oBihg sample comes exclusively from™
decays, neglecting the sm&? component [29], which potentially has/, CPT/CP/T, mixing and DCKM
structure. In order to evaluate conservatively a systenatior from this assumption, the complete peaking
background component was assumed to come BBmtecays (i.e. same structure as the signal). The variation
with respect to the nominal configuration is shown in tabl8.10
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Parametei Analysis 1 | Analysis 2

AT/T | +51-10°[-29-10%
lg/p| | +12-10% | +1.8-10*
Ff;’égr Rez — +35-10°3
Imz — +1.9-104

Table 108: Systematics dueBS peaking background instead Bf .

9.19 AI/CPT/CP/T/Mixing/DCKM content in combinatorial backgrou nds

The nominal fit assumes that there is&io, CPT/CP/T, mixing and DCKM structure in the combinatorial
background componentB{jay andBCPKg samples) and in the najip background 5CPK8 sample). To evaluate
the effect from this assumption we repeated the fit but nowrassing non-zeradA\l', CPT/CP/T and mixing
effects. This check was performed by introducing in the PDRna@lependent set of physics parameters to
those of the signal, assuming maximal mixing and CP viatafitm and 'lméc"’ were fixed to 0.489 ps- and
0.75, respectively [26]). DCKM effects were incorporatessiaming the maximal value @fag=rtjay (0.04)
and scanning all the possible values of BfeandB® phases, assuming to be the same for the tagging and
reconstructed flavor sides (16 combinations). The largéfsrence among the 16 DCKM phase combinations
with respect to the nominal fit is assigned as systematicrtaingy from this source, and are shown in table
109. In order to evaluate this systematics we assumaed= —1 for theBCPKg sample (taking)cp = +1 would
just change the sign of some of the background physics paeeshe

Parametei Analysis 1 | Analysis 2

AT/l | +£40-103 | ¥1.4-10°
lg/p| | F¥22-10°%| £1.7-10°3
o Rez — T15-10°3
Imz — F26-10°

Table 109: Systematics due to thE/CPT/T/CP/Mixing content of the combinatorial backgrowmiponents
in the B¢jay and BCPKSO samples, including doubly CKM suppressed decays effectse variations refer to

Nep=F1

9.20 Charm content

Charm meson effects in the inclusively reconstructed tagBiare mostly parameterized in the PDF via
the bias of the resolution function and the correlation ef thistag fractions with the reconstructat error.
Residual effects were extensively investigated in the dradB mixing analysis [23] (the studies neglected
tagging-vertexing correlations). The impact onffi,emeasurement due to uncertainties on the relative amounts
of charm meason specifies and their lifetimes was found vegtlor negligible. By this reason, no systematic
error has been explicitely evaluated and assigned duescadhirce.
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9.21 J/PK? specific systematics

The BCPK,? specific systematics is evaluated as detailed in [20]. Irfdlewing all the sources of system-
atics are listed and their contribution reported. For a samrof the different contributions, see tables 123 and
124.

9.21.1 CP content of background

The CP eigenvalue of most of the components in the fit is kndvne. cases where it is not known:

o B JpK*0, K*O—KOm: Change the nominal value-0.68) by +£0.07. The effect of the variation is
shown in table 110;

e non-itemized inclusive)/y background: change the nominal net GFOQ21 in the EMC and+0.24 in
the IFR) from 0.15 to 0.33 in the EMC and from 0.18 to 0.38 fa IRR. The effect of this variation is
shown in table 111;

e nonJ/ background: the same procedure as described in sectionn@d@ised here, varying the net
CP (nominal is 0) byt1. The systematics was evaluated together with the equivafect in the
combinatorial background of thgy 5, and Bcng samples, and is already included in table 109.

Parameten Analysis 1| Analysis 2 Parameten Analysis 1| Analysis 2
—3.4.10°° —2.4.10°° —34.10* -2910*
Ar/r +3.4.10-5 424105 Ar/r +15104 +1.3104
+1.7.10°® +1.2.10°® -3.010°7 -5.01077
la/p| ~1.610°6 ~1.4.10°6 |a/p] +1.010-8 +1.010-8
Re\cp - +3.810° Re\cp _ +8.1.10°°
er| REZ —3810°5 e REZ —4110°5
_ +351074 _ +8.310°4
Imz ~35104 Imz ~38104

Table 110:J/pK? specific systematics: assumed CP  Table 111: JAWK specific systematics: assumed
eigenvalue of theB?—JWK*0, K0—KO® back- net CP eigenvalue of the non-itemized inclusig
ground. background.

9.21.2 Prompt fraction and lifetime of non-J/{y background

The fraction of the prompt component and the lifetime of tba-prompt of the nord/ background were
varied according with the errors from the external fit to tidelkand eventsi-0.08 and+0.3, respectively. The
effects of these variations are reported in tables 112 ad 11

9.21.3 IFRKY? angular resolution

The same prescription as in [20] has been used to estimatyshematics due to the difference between
data and Monte Carlo in th¢® angular resolution. The nominAE fit has added angular resolution smearing
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Parameten Analysis 1| Analysis 2 Parametert Analysis 1| Analysis 2
—8510°° -1.0104 +2.910* +3.010
AI’/ r +7.7-10°5 +9.3.10°5 AI’/ r —2.0.10-4 —2.1104
+1.1.10°° +1510°° -1.310° -1610°
[a/p| —1.210°5 —~1510°5 la/p| +10.0-10-6 +1.310°5
Re\cp _ -1610° Re\cp _ —5.810°°
Ace| Rez +1.910-5 [Acp| Rez +4.9.10-5
_ +151074 _ +7.810°6
Imz —1.4104 Imz +1.6-10-5

Table 113:J/pK? specific systematics: lifetime of
non-J/p background.

Table 112:)/QK? specific systematics: prompt frac-
tion of nonJ/Y background.

for IFR K? events. The fit was also done ignoring the angular resolginearing, and the difference to the
nominal fit was assigned as systematic error. The effect@panameters is reported in table 114.

Parametei Analysis 1 | Analysis 2

Ar/r | —97-10°| -8.0-107
la/p| | +24-10%| +36-10°C
RocrRez — +1.3-10*
Imz — +5.1-104

Table 114:JpK? specific systematic? angular resolution.

9.21.4 Shape oAE distributions

The AE distributions used to help to discriminate between signal background are taken from Monte
Carlo. To have good agreement with the data, the Monte Catoshifted by-0.5 MeV and smeared by.85
MeV. The sensitivity to the uncertainties on th& shape were evaluated by applying an additional shift of
+0.25 MeV and an additional smearing of 0.45 MeV. The impact efgihysics parameters is shown in tables
115and 116.

Parameten Analysis 1| Analysis 2
+6.910°° +7.510°°
Ar/T 4861075 4851075
+4.7.10°° +5.5.10°°
[a/p] +4.7.10-6 +5.010-6
Re\cp _ +1.31074
[Acp| Rez +2.810°5
_ +4.51074
Imz +1.2.104

Table 115:J/K? specific systematicAE shape AE shift).
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Parametei Analysis 1 | Analysis 2

AT)T [ +17-10%] +16-10°
la/p| | +84-10%| +84.10°C
R Rez — +1.8-10°°
Imz — +4.5.107°

Table 116:J/WK? specific systematic\E shape (additionaAE smearing).

9.21.5 Measured sample composition fromE fit

The relative amount of signal, inclusidp background, and nod/y background is determined from a
three component fit of thAE spectrum, which is described in reference [19]. The fittadtfons for IFR and
EMC samples are variated randomly accordingly to the camag matrix from the\E fit and the global fit
is performed for each of the configurations. In figure 58 weorefhe distributions of the fitted values for
150 random configurations. The width of a Gaussian fit to tligstibutions are quoted as the systematic
contribution for each variable.

Parametei Analysis 1| Analysis 2

AT /T 87-10% [ 91-10%
lg/p| | 39-10° | 41-10°°
Re\cr Rez — 7.0-10°*
[Acpl )
Imz — 2.2-10°3

Table 117:JWK? specific systematics: uncertainties from the variatiornefsample composition. .

9.21.6 Branching fractions

One of the inputs of the sample composition fit are the bramcfractions of the varioug/y X modes. We
varied these numbers by either their measured errors oep@iive estimates, as in [20]. After each variation
the AE fit for the sample composition is recomputed. The differesmo@ng the results of the subsequent global

fit and the nominal case are taken as the sytematic error.

Parameten Analysis 1| Analysis 2 Parameten Analysis 1| Analysis 2
—4.810° —5510 +1.810°° +1.610°°
Ar/r —-75106 —-6.1106 Ar/r -9.910°6 —-36103

-3.01077 -5.01077 +2.01077 0.0

la/p| —6.0107 -100-107 la/p| —-4.010°7 +1.810-4
Rehcp . -1.01077 Rehcp . -1.910°°
[Acpl Rez +5.2.106 [Acpl Rez 4+3.4.10°3
-8.810°° -8.010°°
Imz - +1.410°5 Imz - +1.910°3

Table 118:J/@K? specific systematics+10% variation o8 — J/WK* branching fraction (left)#-10% varia-
tion of B® — JWKQ branching fraction (right).
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Analysis 2 — K, sample composition variation — Variable AT /I Analysis 2 — K,_sample composition variation — Variable abs(q/p)
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Figure 58: Distribution of the (BLIND) fitted parameters fimoAnalysis 2 varying the sample composition
extracted fromAE fit. The widths of the fitted gaussians are taken as the sy$itemraertainties.

9.21.7 Lept on tag signal fraction correction

Since there is an observed significative difference on fleagofLept on andnon- | ept on in the JAp
events, a correction for this effect is applied to the fiawsiofJ/p events ([20]), that are an input of the standard
fit. We performed a fit without this correction in order to axatke the systematic effect due to this correction.
Results are shown in table 121.
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Parametenr Analysis 1| Analysis 2 Parametert Analysis 1| Analysis 2
+1.310°° +1.310°° +5.0.10°° +4.7.10°°
Ar /v -15105 -14105 Ar/r -5.6:10°5 -5.310°5
+6.0.-10°7 +5.0.10°7 +2.0.10°° +1.9.10°°
la/p] -1310°6 -1510-6 la/p] -31.10°% -3310°6
Re\cp _ +9.410°6 Re\cp _ -8.0.10°7
[Acpl Rez -9.0.106 [Acpl Rez +9.9.10-6
_ +2.910°° _ -1.310°°
Imz —-3210°5 Imz +17.10°5

Table 119:J/pKP specific systematics-50% variation of8 — J/ K, 1tbranching fraction (left):-50% vari-

ation of B® — %K branching fraction (right).

Parameten Analysis 1| Analysis 2
-4.810°° -5510°°
Ar/r ~-7.510°6 -6.1.10°6
-3.0.10°7 -5.0.10°7
|a/p] —-6.0-10°7 -10010°7
Re\cp _ -1.01077
[Acp| Rez +5.2.10°6
-8810°°
Imz _ +1.410°5

Table 120:J/pK? specific systematicst50% variation

Parametei Analysis 1 | Analysis 2
AT)T ] +38-10%]4+39-10°
lg/p| | —4.0-10°| —3.6-10°°

RocPRez — +2.2-10°5

Imz — +6.0-10*

ofB — JA X residual branching fraction.

Table 121: WK specific systematics: effect of the removall&fpt on fractions correction due to tagging

efficiency differences in sidebarddp events.

9.21.8 Reweighting of Monte Carlo events

According to Monte Carlo, the ratio of reconstructe®— J/ KE events reconstructed in the EMC com-
pared to the IFR is.294 0.03 (see [20]), while the fit to the entire data sample returmaliae of 095+ 0.07.
This indicates thak? efficiencies are not correctly modeled in the detector. \Wteect for this difference
reducing by a factor 0.74 Monte Cark events in the EMC. We used the difference among standarddit an
the one using the corrected Monte Carlo distribution tonesstie the systematics contribution, as shown in table

122.

144



Parametel Analysis 1 | Analysis 2

AT /T ~30-107 [ —1.0-10°7
lg/p| | +100-1078 0.0
Ré\ce R ey — ~1.0-1077
[Acp]
Imz — —6.0-10°7

Table 122:J/pK? specific systematics: reweighting of Monte Caldevents in the EMC.

Systematics AT /T la/p|
Nnce of K* bkg 34.-105| 17-10°©
Ncp of non itemized AP bkg | 3.4-10% | 1.0-10°°
Ncp non-Jip bkg 1.0-107 | 1.0-10°/

prompt fraction of non-d bkg | 8.5-107° | 1.2.107°
lifetime of non-Ji bkg 29.104| 1.3.10°°
angular resolution 9.7-10%| 1.3.10°°

AE shape (shift) 8.6-107° | 4.7-10°°

AE shape (additional smearing)1.7-10~% | 8.4-10°°
Measured sample composition8.7-10~4 | 3.9.10°°
Branching fraction:J/Q K* 75.10%| 6.0-10°7
Branching fractionJ\pKs | 1.8-107° | 4.0-10°/
Branching fractionJ/yK m | 1.5-107° | 1.3-10°°
Branching fraction K. 56-10° | 3.1.10°
Branching fractionJ/y X other| 7.5-107% | 6.0-10°7
Lept on fraction correction | 3.8-107* | 40-10°°
MC reweighting 3.0-107 | 10-10°
Total 0.0011 | 0.000061

Table 123: Analysis K? specific systematics summary.

9.22 Summary of systematic uncertainties

All the systematic uncertainties have been added in quaratWhen there is a positive and negative
variation we always take the largest value. The final breakrdof the systematic error for the two analyses is
given in tables 125 and 126.

9.23 Setting limits procedure

The method used to estimate 90% two-side confidence insameasd the following. We first used toy Monte
Carlo tunned to the parameters found in the data to deterwine¢her the coverage given by a variation in the
log-likelihood of 164? /2 = 1.345 was correct, and if it scales as 1.64 with the usual 68&tvals. To speed
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ReAcp

Systematics AT /T la/p| el REZ Imz
Nnce of K* bkg 24.-10°| 14.10%|38.-10°| 35.10*
Ncp of non itemized AP bkg | 2.9-104 | 1.0-10° | 81-10°° | 8.3-10°*
Nce non-Jip bkg 1.0-107 | 0.0-107 | 3.0-107 | 1.0-10°’

prompt fraction of non-@ bkg | 1.0-10% | 1.5-10° | 1.9-10° | 1.5.10*
lifetime of non-Jip bkg 30-10% | 16-10° | 58-10° | 1.6-10°°
angular resolution 80-107 | 36-10°| 1.3.10%4 | 5.1-10*¢

AE shape (shift) 85.10°5 [ 55.10° | 1.3.10% | 45.10°%

AE shape (additional smearing)1.6-10% | 8.4-10°°% | 1.8-10°° | 45.10°°
Measured sample composition9.1-10~4 | 4.1-10°° | 7.0-104 | 2.2.10°3
Branching fraction:/yK* | 6.1-107° | 1.0-10°° | 52.10°® | 1.4-10°°
Branching fraction/yKs | 3.6-10°3 | 1.8-10* | 3.4.10% | 1.9-10°3
Branching fractionJ/yK m | 1.4-10° | 1.5-10°® | 94.106 | 3.2.10°°
Branching fraction K. 53.10°|33.10%|9.9.10% | 1.7-10°°
Branching fraction:J/y X other| 6.1-10°® | 1.0-10°6 | 52.10°° | 1.4.10°°
Lept on fraction correction | 3.9-10% | 3.6-10° | 22-10°° | 6.0-10°*
MC reweighting 1.0-107 | 0.0-107 | 1.0-107 | 6.0-10° "

Total 0.0038 | 0.00019 | 0.0035 0.0032

Table 124: Analysis X? specific systematics summary.

up the test, we used signal only fits and the total statisfithedB+,, Sample was divided by a factor 2. From
more than 300 experiments the 90% coverage was confirmedg these experiments we also compared the
90% asymmetric (MINOS) errors with the corresponding symniméGaussian) errors, and the agreement was
found to be satisfactory, within 10%, as for the 68% integvdlhis was a new check of the Gaussian behavior
of the statistical errors.

Second, we ran the nominal data fits with error calculatiod0& confidence level. The errors (Gaussian
and asymmetric) were found to scale with the 68% errors asateg and confirmed above with the toy Monte
Carlo experiments. Again, the Gaussian behavior is confirme

Third, we calculated possible multiplicative systematimes by reevaluating the statistical errors at one
sigma variation of different systematic sources. For eadivial contribution we evaluated the factér=
1—0’/o, whered’ is the statistical error at the one sigma systematics vamiathile o is the statistical error at
central value (nominal fit configuration). The values oledirfor all contributions studied are shown in tables
127 and 128, for Analysis 1 and Analysis 2 respectively. €oraively, the total factor has been obtained using
only negative contributions. As seen, there are no sigmificantributions. The largest contribution, due to the
resolution function parameterization, is not indeed a ipligative contribution since it is due to its difference
in statistical error to the nominal model, accounting fa toserved difference in central value. Conservatively
we include it as multiplicative error. The 90% intervals &irally obtained adding in quadrature the 90%
statistical error multiplied by the previous total muligative factor (1+ f) to the total additive systematic
error multiplied by 1.64.
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Systematics AT /T la/p|
Signal probability Bjay) 79.10%4| 22.-10*
Signal probability Bepyo) 38-103|29.-10*
mes endpoint 23.10% | 49-10*
Resolut. function param. 7.7-10%| 1.3.10°3
Flat outlier component 1.0-10%| 34.10*
Ooutlier Variation 22.-10%|12-10*
Soutlier Variation 1.1-10°% | 36-10*
Beam spot position 21.-10%| 1.2.10°3
Beam spot expansion 6.5-103 | 9.3.104
SVT alignment 52.10°3 | 1.0-10°3
zscale and boost 29-10% | 6.0-104
AverageB? lifetime 34.103 | 1.2.10°3
AverageB lifetime 12.10°%| <10
B* mistag rates 3.9.10%|89.10°
Residual charge asymmetry (sig) 5.6-10°3 | 5.9-10°3
Residual charge asymmetry (comb bkg) 31-104|9.9.-10*
Fixed tagging efficiency 1.7-106|89.10°
Direct CP violation 1.7-103 | 43.10°3
Doubly CKM suppressed decays systematics | 5.7-1073 | 3.1.10°3
PDF asymptotic normalization 38.10%4|51.-10°
Fitting procedure 84-103 | 14.10°3
MC statistics 51-10°3% | 7.4.10°3
Fraction of peaking boBsiav) 44.10° | 58-10°°
Fraction of peaking bgHcpxg) 22-104|9.8.-10°°
CP content of peaking bg 49.10° | 56-10°°
B? peaking background 51-10% | 1.2.104
At structure in combinatorial background 17-10°%|54.-10*
AT /CP/T/Mixing/DCKM content in combinatorial bkg 4.0-10°2 | 2.2.107°3
K? specific systematics 1.1.-10°%|6.1.-10°
Total 0.019 0.011

Table 125: Analysis 1 systematics break-down.

10 Summary

We described in this document that from a precision analystee time evolution of the decay @338
mesons we can provide the first measurement of the widthrelifee Al between theBg mass eigenstates
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Systematics AT /T la/p| | ToeRez | Imz
Signal probability Bfjay) 82.-10%|22.-10%|45-10% | 26-10°%
Signal probability Bepyo) 35.10%|33.10% | 1.9-10% | 65-10
mes endpoint 43.10% | 49.10% | 1.9.103 | 42.10°5
Resolut. function param. 7.3-10°%|11.10°| 80-10°| 32-10°3
Flat outlier component 11.10°%|34.-10%|38-10°| 64-10°
Ooutlier Variation 1.9-10°%|20.-104| 74-104 | 21-10*
Ooutlier Variation 12-102%|36-104|11-10%| 16-10*
Beam spot position 22-10%|12-10%|10-10%| 11-10°2
Beam spot expansion 73-10%|88-10%| 41-10%| 1.7-10°3
SVT alignment 6.1-10%| 12-10%| 14-10%| 11-10°2
zscale and boost 32.10%|6.2.10% | 1.5-10% | 24-10*
AverageB? lifetime 36-103%| 1.2.10% | 36-103 | 4.2.-10¢
AverageB lifetime 20-10°|13.106|52.10°| 22-10°
BT mistag rates 14.10°|72-10°%|13.10%| 35.10°°
Residual charge asymmetry (sig) 50-10°|58.-10°|39.-10°|59.10°3
Residual charge asymmetry (comb bkg) 31-10%]99-10% | 42-10°| 79.10°
Fixed tagging efficiency 14.10%|89.10°|6.2-107|19-10°°
Direct CP violation 18-10°|43.10°|6.8-10% | 27-10°3
Doubly CKM suppressed decays systematics | 7.7-10°3 | 35-10% | 32-102 | 6.2-10°3
PDF asympotic normalization 41.-10%|52.10°|58-10° | 1.3.10°%
Fitting procedure 31-103|73.10% | 28-103% | 29-10°3
MC statistics 51-10%|74.102%|38.103 | 1.6-10°2
Fraction of peaking boBfiav) 53.10°|7.0-10°| 13.-10°| 1.3.10*
Fraction of peaking bgHcpie) 1.9.-10% | 16-10° | 56-10% | 5.7-10°°
CP content of peaking bg 31-10°|9.2.10%| 19.104| 1.8-10*
B? peaking background 29.-104|18-10%|35.-10°| 19-10*
At structure in combinatorial background 18.10°|53.10%|11.10°%|51.10*
AT /CP/T/Mixing/DCKM content in combinatorial bkg 1.4-10°3 | 1.7-10°3 | 1.5.10°2 | 2.6-10°*
K? specific systematics 38-10%|19.-104 | 35.10% | 3.2.10°3

Total 0.018 0.011 0.034 0.025

Table 126: Analysis 2 systematics break-down.

together with a stringent test of the CPT invariance in thﬂztnadeBg meson system, the first to date sensitive
to both the dispersive and the absortive parts of the effe¢tiamiltonian of evolution. The analysis provides

also a competitive test of T violation in mixing based onyfuibdronic events, complementary to the standard
dilepton approach. All these measurements provide a newfavakploring new physics.
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1- < factor

Systematics AT /T la/p|
Resolut. function param. -0.12 -0.0049
Flat outlier component -0.015 | -0.0013
Ooutlier Variation -0.089 | -0.00078
Ooutlier Variation -0.029 0.092
Beam spot position 0.0012 | -0.0036
Beam spot expansion -0.049 | -0.0022
zscale and boost -0.030 | -0.0074
AverageB? lifetime -0.056 | -0.012
AverageB™ lifetime 0.00080| -0.00012
B* mistag rates 0.00037| -0.00020
Direct CP violation -0.0026 | -0.0044
Doubly CKM suppressed decays systematic$.022 -0.018
PDF asymptotic normalization 0.014 | 9.4.10°°
Total 0.173 0.024

Table 127: Scaling factor of multiplicative systematicoes; Analysis 1.

1- %' factor
Systematics AF /T ‘ lq/p| ‘ 'Tf\cg"’Ra ‘ Imz
Resolut. function param. -0.15 -0.0065 -0.15 0.021
Flat outlier component -0.013 | -0.0013 -0.020 | —=7.5-10°°
Ooutlier Variation -0.0038| —9.4-10°| 0.0020 | 8.2-10°
Ooutlier Variation -0.030 0.090 0.0050 0.073
Beam spot position -0.0011| -0.0023 0.057 -0.010
Beam spot expansion -0.011 -0.0020 -0.039 -0.013
zscale and boost -0.031 -0.0073 0.025 -0.00091
AverageB° lifetime -0.057 -0.013 -0.053 -0.080
AverageB™ lifetime 0.00084| -0.00011 | -0.0013 | -0.00028
B* mistag rates 0.00039| -0.00020 | -0.0037 0.0013
Direct CP violation -0.0026| -0.0043 -0.0077 0.0024
DCKM suppressed decays| 0.0077 -0.018 0.062 0.021
PDF asympotic normalization 0.013 | 9.4-107° | 0.0022 | —2.7-10°°
Total | 0167 | 0.025 0.167 0.082

Table 128: Scaling factor ultiplicative systematic err@salysis 2.

The analysis uses 81 b of BABAR data collected from 1999 to 2002, selecting sampleB%# J/y (or
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W(29), Xe1) Kodecayscp = —1), BO—JWK(ncp = +1) andB®—D*1(p, & ) andB®— J/p K*O(flavor eigen-
states). On@® meson is fully reconstructed while in the oppodténclusive methods are used to identify the
flavor and reconstruct the decay vertex.

A global unbinned maximum likelihood fit to the tagged andagged time distributions of the CP and
flavor eigenstate samples is performed (58 free parametéotal). All the oscillation and CPT/CP/T violation
parameters (6 in total) are floated simultaneougipalysis 2), while the averageg lifetime is fixed to its
world average. ThBABAR standard{| q/p |,A} phase-convention independent formalism has been gerestali
to allow for CPT violation and non-ze®™ values. The choice of 6 independent phase-convention @mdkgmt
parameters is:

° Ra?{’zgr and Ing, which parameterize CPT violation. Ris primarily connected to the dispersivM)
part of the Hamiltonian, while lmis porportional to the absortivél) part, so the measurement ofRe
in principle more interesting than nAs the CPT asymmetries turn out to be proportional taTse

o S . ) oo [Acp|
this is the parameter which is actually measured. This @&swves sign ambiguities;

o 'mgr and|g/p |, the standard CP/T violation parameters;

o sigr‘(Ffﬁ‘g‘F’)Ar/r. The product ofA' /T by sigr‘(?ﬁ‘gf) is needed to remove discrete symmetries (the
same as for Ra;

e Am, the well-know mixing frequency parameter.

AlthoughAmand 'g\‘églp are floated in the nominal fit, they are used as cross-ched¢kother analyses, as well

astg when it is floated as a cross-check.
The combined use of flavor and CP samples provides maximsitiséy to all the physics parameters, with
small correlations, since they are determined either frofardnt samples, or from differedit dependencies:

e the Al' dependence for flavor eigenstates appears to be at secardrofdl’, while it is to first order for
CP eigenstates. This implies that the estimatioflofis dominated, for small values &f, by the CP
sample;

e the dependence with Réeven inAt) is suppressed by terms linear At for flavor eigenstates. This
implies, again, that for small values &f and in the presence of CP violation, the CP eigenstate sample
largely dominates the determination of&Re

¢ the dependence with Ikap (CP eigenstates) appears to be oddtinand therefore can be resolved from
the even dependence withRe

e the determination of g/p |, Imz and Am is dominated by the high statistics flavor sample due to the
absence of suppression factors.
Results have been also provided wittzRad Inefixed to zero, i.e. under the assumption that CPT is conserved
(Analysis 1).

Many experimental effects have been accounted for:

e At limited resolution. We use two different resolution modilgparameterize the core and tAtl dis-
tributions: a two Gaussians modeb® and a Gaussian plus the same Gaussian convoluted with an
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exponential. An additional Gaussian is added to modelarstliTheGG model is adopted for the nom-
inal fit configuration, while theExp approach is used to assign systematics from resolution Imode
parameterization;

e mistag rates and their correlation with the reconstrudieerror as well asB°B° differences in the
mistags;

o BPBC differences in reconstruction and tagging efficiencies wua different answer of the detector to
positive and negative particles &ndp® parameters). A key tool to extract these asymmetries tegeth
with the physics parameters (mainlg/p |) is the time-integrated information contained in the ugtd
events. This analysis makes use of untagged events in atifud¢ydependent approach, providing also
additional sensitivity to the determination &F /T;

e backgrounds. A total of 22 background parameters are floatéwk nominal fit (section 6), while many
other are fixed either from prior fits to the data (mistagssraed detector charge asymmetriesBof
background, event-by-event signal probability, etc) onfrMonte Carlo studies (peaking background
fractions,BCPKE background composition, etc), therefore contributinghgystematic uncertainty.

One of the most delicate effects that this analysis revefalethe first time was the non-negligible im-
pact from the assumption that the flavor eigensiiteas well as the tagging's are perfect tagging states.
Doubly-CKM-Suppressed decays make this assumption nat gnough. The complete and consistent treat-
ment requires the introduction of a set of ratios of decay ldutles between the supressed and the favored
processes (with magnitude and phases), for the recoretr(itavor eigenstate sample) and tagging sides, and
for B andBP flavors. Many studies studies, discussed in section 2.1@ppendix B, suggested that the most
convenient approach to deal with this competing effect is:

e consider one “effective” channel for the tagging and retoieted sides. Effects due to more than one
channel were proven to be always smaller than or equal tartgieschannel case;

¢ fix the magnitude of the ratio of decay amplitudes to 0.02 lgwtong corrections from decay constants),
assuming a 100% uncertainty on this number, as discussedtiors 9.12;

¢ fix the real parts of the phases to zero. A systematics is atealifrom the scan to all possible values (see
section 9.12);

o fit for the imaginary parts of the phases, separately for flanal tagging sides, and f&° andBP°.
The Doubly-CKM-Suppressed decays effects are finally dataith by the taggin®, and are the main source
of systematic uncertainty for R%‘i\%, while for the other parameters the effect is small.

A long list of systematic uncertainties was consideredti@e®), as well as cross-checks to verify the
robustness and stability of the whole analysis chain, udatg and full and toy Monte Carlo samples (section
8). The final results are:

e Analysis 2 results (unblind):

Al /T = 0.008+ 0.037(stap + 0.018(sys}
| g/p |= 1.029+ 0.013(stap + 0.011(sys}
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Re\
ﬁ Rez = 0.014+ 0.035(staf) -+ 0.034(sysb
CP

Imz = 0.038+ 0.029stap + 0.025(sysb

e Analysis 1 results (unblind):

AT /T = 0.009+39%8(staf) + 0.019(sys?
| g/p |= 1.029+ 0.013(stah + 0.011(sys}

where the first error is statistical and the second systematiables 125 and 126 show the break-down of the
systematic error. The parameténs, Imice andtg are reported as well, and are used as cross-check with other

, . Acp|
analyses. With th&Gnominal resolution model the results are:

e Analysis 2 checks (unblind):
Am= 0.5254+ 0.007§ stal

ImA
ACP _ 0.762/08%sta

[ Acp |
1 = 1.518+ 0.016(stal

e Analysis 1 checks (unblind):

Am = 0.5253+ 0.0076stat)

ImAcp

SR _ 0 750/g88stat

1 = 1.518+ 0.016(stal

while with the alternativeGEx p parameterization we obtain:

e Analysis 2 checks (unblind):
Am= 0.5201+ 0.0076 staj

ImA
MACP _ 0,763+ 0.065stat

[ Ace |
g = 1.531+ 0.015stal

e Analysis 1 checks (unblind):

Am= 05198+ 0.0076(stat)

ImA
MACP _ 0,750+ 0.065stat

[ Acp |
Tg = 1.531+ 0.014(stad .
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The cross-check results above deserve several remarks.valire obtained folAm is consistent with
the BABAR hadronic mixing measurement [23] and the 2003 world avefadg The MC bias correction,
—0.0095+ 0.0038 for theGG model (table 40) and-0.00464 0.0038 for theGExpmodel (table 41), has not
been yet applied to the abo¥n results. The difference between 166 and GExpresolution models foAm
(0.70 statistical) andg (0.80 statistical) is due to the correlation A with tg (-30%) and the slightly biased
estimation oftg (towards low values) with th6&G model, as discussed in section 8.1. Note the negligible
change ofAm andtg between Analysis 2 and Analysis 1. The valuéT’Egg—‘P above is consistent(inconsistent)
with the value obtained from mixing/sif2nly fits (section 8.3), which agree perfectly with the stmddsinB
analysis results [9].

To first order in the CPT parametdrand the T violation in mixing parameter ave can alternatively
provide the above results in tHe, &} formalism, using the relations shown in section 2.4:

e Analysis 1 results (blind):

Ree
Trep —0.0144-0.007(stab + 0.006(syst)
e Analysis 1 checks (blind):
Ime
———— = —0.3754+0.034(st
1+ | €2 Astal
e Analysis 2 results (blind):
RE 0,014+ 0.007(stat - 0.006(sysb
T e ) ) V!
1- |e|> Red
= 0.014+40.035stat +0.03
1+ €21+ |e|? Sstay Asysy
_Imo__ 0.038+ 0.029(staf + 0.025(sysh
e ) ) y
e Analysis 2 checks (blind):
Ime
——— = —0.381+0.033sta
1+ |e|? Hsta
The 90% confidence intervals are:
sign(Re\cp)Ar /I : [—0.0680.084
la/p| : [1.0011.057
ROCP e - [~0.072,0.101]
[ Acp |
Imz : [-0.0280.104
for Analysis 2, and
sign(Re\cp)Ar /I : [-0.0690.087

la/p| : [1.0011.057

for Analysis 1.
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A Do UnTagged events matter?

The use of untagged events in the definition of the log-lii@d function, equations (113) and (114),
provides fundamental advantages which are discussed foltbeing:

¢ allows the extraction of the detector charge asymmetriasiltaneously with the physics asymmetries;
e provides additional sensitivity to the determinationdf/I";

e improves the resolution function determination.

A.1 Detector charge asymmetries

Following the discussion in sections 2.5, 2.7 and 2.8 it bezpapparent that due to the normalization (108)
and (109) and the definitions (9107 for tagged eventso(= Oragged iS an overall normalization factor, irrel-
evant for any time-dependent analysis. However, if untdggents are also considered in the definition of the
global log-likelihood function, the closure relations Y@®id (97) provide additional information (the sum of the
tagging efficiencies for all tagging categories determthesuntagging efficiency). Any time-dependent analy-
sis neglecting untagged events will therefore lose thizrinftion. The question may be how to incorporate the
information borrowed by the untagged events, providedttielikelihood function is correctly defined (i.e. if it
leads asymptotically to the correct result). Clearly, thastrsuitable definition is the one providing the smaller
variance. It is expected that the smaller variance will bmvigled by a fully time-dependent analysis. This is
the approach discussed in the above sections, implicituatéans (113) and (114) withh = Otagged AunTagged
and is the one used in this analysis (will be referred thégeakAll Events method).

Toy Monte Carlo studies were performed to check the abilftghis method to extract simultaneously
physics and detector charge asymmetries. The samplestaahsif about 250 experiments with an statistics
equivalent to about 80 i} each, with perfecit resolution but mistags similar as those observed in the data
The relative populations of flavor and CP events was keptdheesas observed in the data. Tagging-vertexing
correlations and®B° differences in reconstruction and tagging efficiencieseweaglected here (not needed
given we are assuming perfect resolution). We assumed eotdBP violation effectsicpcp = rcpfiav =
rcptag = 1. The CP phasBcp was generated to be 0.85 rad (which correspondﬁ—é\ﬁzo.ﬁ). zand|qg/p|
were assumed to be 0 and 1, respectively. DCKM effects waeintluded in the generation: the DCKM
phases taken for this particular exercise wemg23for B and /2 for BC(for both reconstructed and tagging
sides), and fjay, I'tag Were assumed to be 0.02. The samples were generated weldietector charge asymme-
tries: v = 4%, p* = 2%, 3%, 4%, 4% (@ = OTagged. The samples were then fitted using the All Events method,
fixing the tagging efficiencie$ “Taseed to the values estimated from simple counting. CP untaggedtswere
not used here (see section A.2 for a discussion about the&dss of using these events). The DCKM fitting
configuration was the reference fit configuration descrilmedppendix B. The mean residuals and Gaussian
errors returned by the fits for the CPT/CPT/T/oscillationgpaeters are shown in figure 59. Note the slightly
larger RMS values compared to the mean errorgMofI" and Re (discrepancy at 15% level), as already re-
ported in earlier studies [12], reflecting the presence aflbnon-Gaussian effects. The same distributions for
thev, u® parameters are shown in figure 60. We observe that we havassibestimates for all the parameters,
and all them behave well. As an additional check, the fits wegpeated using a largely different starting point
(especially forl g/p | andv, p*), obtaining the same solution in all cases, up to numerigadipion. Figure 61
shows the scatter and correlation coefficient distribstiamond g/ p | andv anduC®: the average correlation
of | g/p| with v is about 53%, while it is about 12% wifira™,
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Figure 59: The residual and error (Gaussian) distributfonshe CPT/CPT/T/oscillation parameters from the
All Events method. The generated detector asymmetries werd%,
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Figure 60: The residual and error (Gaussian) distributifamsB°B° differences in reconstruction and tag-
ging efficiencies {{, p* parameters) from the All Events method. The generated saluerev = 4%,

LS = 29%, 3%, 4%, 4%.
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(bottom) from the All Events method. The generated deteatpmmetries were = 4%, u* = 2%, 3%, 4%, 4%.

Excluding untagged events in the log-likehood functian<aragged0Only) implies that the time-dependent
analysis is insensitive to the absolute tagging and unthgaees, i.e. we are using only the shape (there is
still sensitivity to the relativeB°B%and mixed/unmixed time-integrated rates within each taggategory). In-
tuitively, the information lost from the number of eventseiach category may be critical to the extraction of
the B’°BY asymmetries due to a different answer of the detector tdipesind negative particles{ andv
parameters) and any physics asymmetry parameter whickiiggnsomes exclusively or mainly fronB°B°
time-integrated differences (i.e. the information is nottie time-distribution itself), likeé g/p |. The impossi-
bility to perform a combined determination gff, v and| q/p | in absence of untagged events has been proven
analytically in [37] (with some simplifications). The sanog Monte Carlo samples described above were used
to evaluate numerically the impact of neglecting untaggeshis Tagged only method. The mean residuals
and Gaussian errors returned by the fits for the CPT/CPT¢illaison parameters are shown in figure 62. The
same distribution for the, p® parameters are shown in figure 63. We observe again that veeurdbiased
estimates for all the parameters, and all them behave wedlveier, the errors ohqg/p | and the detector
charge asymmetries parametevs|{") are much larger than with the All Events methed5% compared to
~ 1%, and the correlation betwe¢n/p | andv, ® is very large, as seen in figure 64: the mean correlation
of | g/p | with v is about 97%, and about 90% with®!. The obvious question arising from these numerical
results is why the correlation is very large but not 100% fesw analytically in [37]. The reason of this small
uncoupling is due to the fact that CP events are used togetitterthe flavor eigenstates, and in spite of its
small relative statistics, the relative amountBSandB® CP tagged events is sensitivite [tq/p |. In other
words, the precision with whichqg/p | is measured in absence of untagged events comes exclusiwelyhe
CP sample. Having measurgd/p | from the CP events (although with a large error) then an esérofv,
p® can be extracted from the flavor eigenstates, although phegision is dominated by the largg/p | error.
This feature was verified numerically by fitting the same togrité Carlo samples but now using only flavor
eigenstates and fixing the parameters dominated by CP eweetfits generated valueal /T, "Tégr and Re.
Most of the fits failed and when they returned a converged fit &ipositive-definite error matrix, the error
on|g/p | andv, p* was huge, larger than two units, demostrating the non-aeylof the Hessian matrix, as
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discussed in [37].

An alternative approach to extract the differences in tag@nd reconstruction efficiencies together with
| g/p | is to use explicitelyBs|,y time-integrated ratesAfternative method). Historically this was the first
approach used in this analysis [12], which was a generalizato account for non-zero values &fF, CP and
CPT violation, of the former work originally proposed in [1&Ve describe in the following the method.

Integrating over-o < At < 400 equation (93) for the most general case, we obt@aia- Otagged:

Ho g0 = (1+v){(1+u“)T°‘(l—vv°‘—A\N“/Z)HBgachleaer
(1— P T (W* — AwW? /2)H BtagB%av}

oo = (1- v){(1+u)T°‘(l W B /2)Hg o+
(LT W — AW/ Hgo o |

Mo = (1+v){(l—u°‘)T°‘(l—w°‘ O D g+
(1+ )T (W + AW /2)Hgp go }

Hp o = (1= v){(l H)T® (1— W+ AW /2)Hyp g +
(14 )T (W* + Awe /2)H B”av}

HY o = (1+v){[1 TO(1+ 1) Hep g0+
1T ) g g |

HE g = (- v){[l T+ Hgy 0+
[1-To(1— p)] Haoagg?lav} (136)

wherev, i@ andT® where defined in equations (89), (90), (91) and (92); ldrd, = [ hi,k, (At)dAt, where
hi,k, (At) was given in equation (53). Ont odd terms of (53) are relevant (the even terms cancel ou. Th
above expressions have been normalized for a reconsmefficiencyR = 1.

We form now combinations of the above quantities:

a _ a _
Hany taggllav = Hy 0 B(fJIav + HEOagB%aV o
[of o
A+wv)T [(14—;1 )HB%QE;?| + (1 - ") Hyo o “av] (137)
HY = HY% HY o =
any ta@(f)lav Bflav + EloagB(f)Iav
(1=V)T® |14+ H)Hg o +(1—H)Hgp o | (138)
Btanglav
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Figure 64: Scatter (left) and correlation coefficient (t)ghistributions amongg/p | andv (top) andu®® (bot-
tom) from the Tagged only method. The generated detectonmgyries were = 4%, u* = 2%, 3%, 4%, 4%.

or equivalently,

where

a= HB[OagB

= H¢ +H

b=Hyo L c=H

a _
no tagd,,, any tagd,,, —

(1+ V) |:HB[oagB(fJ|av + HBthgBo :|

flav

a a
o +H 0 =
no tadBfay any tadfay

(1-v) [H o g0 +Hgo g0 ]

ngIav BtangIav
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are the time integrated theoretical rates (wihy = rcp2 = 1) and

a

a
X = W = H — .
no tagQlav ’ no tagB(fJIav

, y=H? z

_ ya
~ "any tag®,,, any tag},, '

are the measured rates of tagged events in cat@gﬁmyB?lav (x) andE(f),av (y) processes, and the total measured

rates ofB?IaV andﬁ%a\, except those tagged in categary(z,w). Let us note that following the discussion at
the end of section 2.5, possible direct CP violation effétigether with the detector charge asymmetries) are
already included in th8 counting, so that the PDF for the final fit should hayg; = rcps = 1.

Equations (141), (142), (143) and (144) can be worked oubtaiov, p® andT?:

1(z+x)(c+d)— (w+y)(a+b)

T2 @rb)crd) (145)
o« _ X(1-v)(c+d)-y(1+v)(@+b)
YT Y@y b x1-v)c—d) (146)
o« _ 1 xc-d)1-v)-y@@-b)(1+v)
T 1—(v)? 2(bc—da) (147)

These expressions are also valid whenAheesolution is considered. Let us note the reuse of eventsein t
evaluation ofv, ui* andT?: for each tagging categoky = Oraggedit is required the number of tagged events in
that category together with the excluded events (evengethy other categories plus the untagged events).

Let us stress the fact that in addition to the dependencethétmumber oB%/B°%/mixed/unmixed events,
the extraction of, pi* and T relies on estimates of the parameters which are going to trected from the
time dependent analysis), independently of mistagsndsolution [16]. The terms with odft dependence
do not contribute.This is particularly critical forg/p |. In order to introduce the time integrated constraint
given by equations (145) and (146), an Extended Maximumlihi&ed can be constructed to incorporate the
Poisson uncertainties from tBecounting. The modified likelihood function reads

where InL was defined in equation (114) and

AlnL = ZAInlﬂ (149)
a

—In NB‘fJ'av.notag! + NB‘fJ'av,notagIn n B aysN0tag n BY,ay:N0tag
—InN_o

| _
Bflav~n0tag. t NE(fJIavan()tagln nE(leawnOtag I’]E(fJIavanOtag

(150)
and
Aln = —InNg I+ NS InnS -ns
Lﬂ B(fJIav'tag + B(f)lav’tag r] B(fJIav’tag r] B(fJIav'tag
—InN¢ I+ N9 a —n2
B?Iawtag Bflavatag r] B(f)lavatag r] B?Iawtag
(151)
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a ; =0 .
NB%aV @ )tag is the number 0B+, events reconstructed B§(B) and tagged in category, andNB%av(E%av),notag

. =10} [of -
is the total number of untaggddt ., events and reconstructed B¥B°). nB%aV(E%av)iag andnB?.av(E%av),notag de

note the corresponding expected numbers of events. Thisoshetain be applied by counting the number of
signal events (estimated fromgsfits). For combinatorial background components, wherecslyi we assume
Am=0, Al /T=0, | g/p|=1 andz= 0, there is no need to apply this method, and the parametardp* can be
fixed to the estimates obtained previously to the fit usinghes/Bom the sideband region.

To check the feasibility of the Alternative method, the saayaMonte Carlo samples used before were fitted
using this method. The mean residuals and Gaussian ertareed by the fits for the CPT/CPT/T/oscillation
parameters are shown in figure 65. We observe again that veeurdiased estimates for all the parameters,
with basically the same precision as with the All Events radthThe scatter distributions amohg/p | andv
andp® reveal that the correlation pattern between physics arettigtasymmetries are similar to those of the
All Events method. The values ofandp® at the final solution were consistent with those generateslami\
additional check, the fits were repeated using a largelewifit starting point (especially fog/p | andv, p%),
obtaining the same solution in all cases, up to numericaigizn, as shown in figure 66.

A.2 Sensitivity to Al /T

The discussion in section A.1 considers only the additidimaé-integrated information contained in the
untagged events. There is, however, additional informaiticthe time-dependence. Taking first order in the
CPT parametezr and assuming perfect tagging states, direct CP consamv@atioeconstructed CP and flavor
states as well as tagging states) agdp |=1, the coefficients of the time dependence are those giviblas
129 and 130 (obtained summing th& and| 1) contributions of tables 3 and 4). From an inspection of these
coefficients we conclude that only tA€ /I" dependence remains (first order for CP and second order Yor fla
eigenstates), while the dependence on CPT/CP violatidodilysdisappears, due either to the cancellation of
coefficients or mixing. Thé&rl' /T sensitivity contained in untagged CP events was alreadyestiegd in [38].

Coefficient|| | fno tagf2) | | fhotag | 12)
(ol 2 2
c_ 0 0
Re(s) Rez —Rez
Im(s) Imz —Imz

Table 129: Coefficients of the time-dependent decay ratédweor eigenstates (perfect tagging states), to first
order in the CPT parameteiand assuming direct CP conservation agdp |=1, for untagged events.

Coefficient | fno tagfcp)
Cy 4(1+ ImzZImAgp)
c_ AlmzZImAgp
Re(s 2R\
Im(s) 0

Table 130: Coefficients of the time-dependent decay rat€Cforigenstates (perfect tagging states), to first
order in the CPT parameterand assuming direct CP conservation agdp |=1, for untagged events.

A toy Monte Carlo study was performed to verify the gain insawity to Al /I coming from untagged CP
events. The toy Monte Carlo samples are similar to thosergatepreviously, but now with = u* = 0. The
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Figure 65: The residual and error (quadratic) distribigiéor the CPT/CPT/T/oscillation parameters from the
Alternative method. The generated detector asymmetries we 4%, u* = 2%, 3%, 4%, 4%.
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Figure 66: Comparison between the results obtained fittiagsame samples generated with |BgB° differ-
ences in reconstruction and tagging efficiencies, usirfgreéifit starting points. The upper left plot shows the
correlation among the fitted values &F /T from the two sets of starting points, while the upper righaves
the distribution of the differnce between the two fitted paegers. The lower plots show the analogous for the

1.2 (=l a/p ) parameter.

samples were then fitted with the All Events method, with aittiaut untagged CP events. Table 131, which
compares the RMS of the residual distributions and the gee@aussian errors for all the parameters, reveals
the gain in sensitivity taé\[l /T.

| am |ar/r|a/p| | B2eRe | e | imz

[Acel [Ace|
Do not use untagged CP events
RMS 0.0062| 0.046| 0.0113| 0.049 | 0.049| 0.022

Average quadratic errof 0.0062| 0.041 | 0.0104| 0.041 | 0.054| 0.024
Do use untagged CP events

RMS 0.0062| 0.041| 0.0113| 0.047 | 0.052| 0.023
Average quadratic errof 0.0062| 0.037| 0.0104| 0.043 | 0.055| 0.024

Table 131: RMS and average Gaussian error from the All Evaethiod configuration with and without un-
tagged CP events.

A.3 Resolution function

Finally, it is obvious that the untagged events (which repn¢ about the 30% of the total statistics) will
contribute to the extraction of the resolution function.vBigheless, the gain is expected to be much smaller
than the above improvements since the resolution funcscaready very well determined from the tagged
events of the high statistid 5, Sample.
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B Doubly-CKM-Suppressed Decays Toy Monte Carlo studies

B.1 Sensitivity studies

We investigated the numerical sensitivity of the CPT/T/@WiXing parameters to DCKM effects using toy
Monte Carlo. For these studies, the samples were generatiedhe values of the phases that maximize and
minimize the PDF (this occurrs at the physical region bouedaof the sines and cosines of the phases). In the
most general case without model asumptions we have a tot# pbssible combinations for eaBhmeson,
reconstructed and tagging (4 possible angles for &dmdBC: 0, 11/2, T, 311/2). In practice, the matrix of
combinations is “antisymmetric” und&° andB? interchange, which gives a total of 10 different combinagio
In order to reduce futher the number of combinations and Iiyrgs much as possible this study, we assumed
6 = @strong+ Pweak O = Pstrong— Pweak With Queak = 2B +y = 1.85, which reduces to 4 combinations. This
assumption will be released for the systematic error etialuan the final analysis. The rat@gay, I fiav, 'tag
andriag Were generated to be 0.05. One single effective channéiilooting to the reconstructed (flavor sample)
and tagging (common for the flavor and CP samples) sides wasasl here. The samples consisted of about
100 experiments with an statistics equivalent to about 60 &iach, with perfeci\t resolution but mistags as
those observed in the data. The relative populations ofifland CP events was kept the same as observed in
the data. Tagging-vertexing correlations @fB° differences in reconstruction and tagging efficienciesewer
neglected here. We assumed no direct CP violation effegigp = rcpfiav = crtag = 1. The CP phas@cp

was generated to be 0.86 rad (which correspondg—élgzo.ﬁ). zand| g/p | were assumed to be 0 and 1,
respectively.

We first analyzed the effects in the tagging side. The meaduals obtained when fitting the samples
neglecting the DCKM effects in both, tagging and reconseuicsides fit configuration 1), but generating
DCKM effects in the tagging side only, are summarized indd#2. To evaluate the significance of the offsets,
these values should be compared to the RMS reported in the: tedoke. The statistical error on the offsets are
about 10 times smaller than the reported RMS. We observega larpact on Img, a non-negligible effect on

Re\cp Acp .q.
her] Rez and to a less extend dﬁg The effects for all the other parameters are negli§ible

Oeg | Am | AT/C | la/p] | figpRer | R | ime
0 0.0020| -0.0032| 0.0011| -0.0263 | -0.0032| 0.0175
/2 | 0.0016| 0.0019 | -0.0001| -0.0098 | 0.0033 | -0.0615
L 0.0014| 0.0066 | 0.0005| 0.0253 | -0.0050| -0.0186
3m/2 || 0.0020| -0.0025| 0.0005| 0.0008 | 0.0185| 0.0614

RMS || 0.0078| 0.052 | 0.013 0.056 0.068 | 0.013

Table 132: Mean residuals and RMS for fit configuration 1, taggide phase scan.

ImX . — ' e\
ag tag _ tag __
& and =, With riag = ltag fixed to 0.05 an(f—IAta =

9 [Atag] 9

%—iﬁ = 0° (fit configuration 2), we obtain the mean residuals and RMS listed in table 132 |atye effect
7Although irrelevant here, the different DCKM fitting configtions investigated in this appendix were all based in therAative
method described in appendix A, since these studies weferped before the implementation and adoption of the Alliisenethods
as the nominal approach to deal with untagged events.
8The Am mean residual should be compared to the mean residual whBICKM effects are generated, abou€022. This small
bias is known to be due to the simultaneous extractioinofvith the CPT parameters. When CPT is assumed to be a good gpynme

this small effect goes away. B
9r r+ Re\tiay Re\flay IMAfiay IMAfiay
flav: flav, Ntiav] * Aiay] * Piav] Atrav]

When the same samples are fitted letting f‘

are all fixed to zero.
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on Imz has disappeared here, at the price of an increase in itsttaltierror (from 0.013 to 0.019). The effect

on 'RACP seems to be also reduced. The mean biases and statisticalakall the other parameters remain

basically unchanged. The RMS f A‘alg and 'T;A‘alg is 0.32.
tag

be | Am | AU | [a/p| | figrRer | R | Iz
0 0.0018| 0.0014 | 0.0013 | -0.0253 | -0.0074| -0.0009
/2 | 0.0021| 0.0025 | -0.0003| -0.0080 | 0.0079 | -0.0017
L1 0.0017| 0.0068 | -0.0002| 0.0252 | 0.0022 | 0.0020
3m/2 || 0.0019| -0.0076| 0.0007 | -0.0002 | 0.0092 | 0.0032

RMS || 0.0078| 0.054 | 0.013 0.056 0.069 | 0.019

Table 133: Mean residuals and RMS for fit configuration 2, iraggide phase scan.

The same samples were also fitted V\l@ﬁ@ 'ln;}“alg Tg“jg and Frfha‘g free andriag = rtag fixed to 0.05 fit
tag tag

configuration 3). The mean residuals and RMS obtained are those summarnzeflle 134. The situation

for FIQAQXCIP Rez is now slightly better, at the price of an increase of itsistiaal precision. Thé q/p | and "";Aglp

RMS’ are also slightly poorer. The RMS f A‘ag and Imhiag is 0.32 as before, while it is 2.1 f ‘alg and

P\ ag|

——T}?\“ilg. We observe that the sensitivity to the real parts in theitaggide is poor.
tag
Re\ ImA
Bag | Am | AT/r | |a/p| | FReRez | M | Imz

0 0.0010| 0.0013 | 0.0025| 0.0093 | -0.0121| -0.0005
/2 | 0.0017| 0.0055 | -0.0003| 0.0031 | 0.0005 | -0.0016
L1 0.0004| 0.0089 | -0.0003| 0.0016 | 0.0058 | -0.0034
3m/2 || 0.0019| -0.0051| -0.0014| -0.0098 | 0.0090 | 0.0030
RMS || 0.0077| 0.054 | 0.017 0.065 0.070 | 0.019

Table 134: Mean residuals and RMS for fit configuration 3, itaggide phase scan.

Results from tables 132, 133 and 134 confirm some of the exfi@ts discussed in the previous section:
i) Rez(Imz) is mainly correlated with the DCKM real(imaginary) paiiithe effects omAmandAl are small,
iii) the effect on ImAce s rather small, and seems to have contributiones from tezthand imaginary DCKM

parts [Acel

The above studies have been repeated but now generatindCtkiM2ffects in the reconstructed side only
(flavor sample). The mean residuals and RMS obtained whérgfittith configuration 1 are summarized in
table 135. We observe again a large offset oz but significantly smaller than in the previous case where
the DCKM effects were generated in the tagging side. No fgmnit effects are observed in all the other
parameters. Comparing these results with those equivialéiné tagging side (table 132) we conclude that the
tagging side gives the largest systematic effect to thermd@tation of the CPT/CP/T/oscillation parameters.

The effect on Inz goes away ifMitay 1Mnav 50 a150 fitted, With 15y = T'f1av fixed to 0.05 fit configuration

|)\flav‘ ! |)\flav‘
4) (and all the other DCKM related parameters fixed to zeroyepsrted in table 136. The RMS f%
and 'T;A“a‘v is 0.32, as in the case of the tagging side. W 'a|V and Frf:“j“ were considered as additional

free parameters in the fit most of them failed, due to the m&ﬂy poor sensitivity to these parameters (RMS
~ 10).
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Reé\cp

ImAcp

Onia || Am | AT/r | |a/p| | RFRez | R | Imz

0 | 0.0021] 0.0052 | 0.0001| 0.0027 | 0.0050 | 0.0051
/2 || 0.0040| 0.0006 | 0.0001| -0.0094 | -0.0145| -0.0178
n || 0.0031| -0.0056| -0.0011| 0.0031 | -0.0019| -0.0049
3m/2 | 0.0012| -0.0032| 0.0014 | -0.0001 | 0.0153 | 0.0202
RMS || 0.0078] 0.054 | 0.013 | 0056 | 0.069 | 0.013

Table 135: Mean residuals and RMS for fit configuration 1, netmcted (flavor sample) side phase scan.

Re\cp

|m)\cp

B¢ 1ay H Am \ A /T \ lq/p| ‘WRQ‘ o \ Imz
0 | 0.0024] 0.0046 [ -0.0003] 0.0007 | -0.0059] -0.0008
m/2 | 0.0037| -0.0028| 0.0008 | -0.0056 | -0.0100| 0.0003
m | 0.0029| -0.0060| -0.0011| 0.0030 | -0.0027| 0.0005
3m/2 || 0.0012| 0.0015| 0.0008 | -0.0016 | 0.0118 | -0.0009
RMS | 0.0080| 0.053 | 0.013 | 0.056 | 0.069 | 0.014

Table 136: Mean residuals and RMS for fit configuration 4, netmcted (flavor sample) side phase scan.

From these sensitivity studies we verified numerically thatdres anticipated from the analytical study
described in section 2.2.5 concluding that the optimaleraffl between statistical precision and systematic
uncertainties due to Doubly-CKM-Suppressed decays regjtire introduction of 4 additional fit parameters
(in addition to the 6 CPT/T/CP and oscillation parametetis,sines of the DCKM phases, 2 for the tagging
side and 2 for the reconstructed (flavor sampdyeference fit configuration). It was verified for different
DCKM phase configurations that this fitting configurationyides unbiassed estimates for all the parameters,
and the quadratic errors reported by the fit give a good estmaf the statistical reach, within 10%. Table
137 summarizes the results obtained for a particular DCKNfigaration where all phases were generated to
beTt/2, with riag = ltag = r'flav = 'flav = 0.05. The residual and quadratic error distributions are shiavigure
67. Table 138 summarizes the largest average correlatieffidents among the physics parameters and any
DCKM parameter.

| am | ar/r | |o/p| | feFRe| RF | Imz

Mean residual 0.0025| 0.0039| -0.0015| -0.0052 | 0.0101| 0.0002
Error mean residual || 0.0005| 0.0031| 0.0010 | 0.0031 | 0.0045| 0.0017
RMS 0.008 | 0.052 | 0.016 0.052 0.071 | 0.028
Average quadratic errof 0.008 | 0.049 | 0.017 0.050 | 0.068 | 0.029

Table 137: Mean residuals, RMS and average quadratic emarthe reference fit configuration. The DCKM
phases were taken for this particular exercise toki with reag = rag = r flav = I'flav = 0.05.

B.2 Effects from mistags

The feature described in the second paragraph of sectidhvizas verified fitting a common set of toy
Monte Carlo experiments fixingag = rtag t0 0.05 and 0.10 (the samples were generated with 0.05).ré=igu
68 shows the perfect one-to-one correlation (up to numlediffrences) among the fitted results for all the
CPT/T/CP/oscillation parameters. In this exercise thealed imaginary parts in the tagging side were left free,
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Nominal fit configuration — Variable Am
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Figure 67: The residual and error (quadratic) distribigidor the CPT/CPT/T/oscillation parameters from
the reference fit configuration. The DCKM phases were takerthig particular exercise to ba/2, with
ltag = I7ag =Tflay = 'flav = 0.05.
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Parameter Paramet¢rAverage correlation coefficient

IMAfjay

Imz 50
P‘ﬂav‘
IMAtjay 55
o
ag 53
[tag|
Im)\tag '58
- [AMtagl
IMAfjay IMAtag
‘)\flav| \)\tag\ 72
Im)\tag 10
_ [Atag]
IMA+jay IMAtag 10
Aflay] Atag|
Im)\tag 76
\ \A;\ag\
Im tag Im tag 19
|)\tag| ‘)\tag‘

Table 138: Largest{= 10%) correlations between the CPT/T/CP/oscillation patans and the DCKM pa-
rameters, for the reference fit configuration. The DCKM pbkasgere taken for this particular exercise to be
T/ 2, with ftag = I?ag =Iflay = l'flav = 0.05.

while only the imaginary parts in the reconstructed (flaxmple) side were considered as free parameters (real
parts were fixed to zero). For the same experiments/fits,di§@rshows the rescaling of the mistag fractions
and the DCKM parameters in the tagging side.

B.3 Multiple final states

In order to check that DCKM effects from semi-inclusive chels are always smaller than those from a
single channel (third paragraph of section 2.10), we geeeravo different sets of toy Monte Carlo samples
(about 200 experiments each), similarly as described itioseB.1. In the first set each sample was split into
two same-sized sub-samples with phegs/ e?ag = 0,11/2,11,311/2, with Byeak= 1.85 fixed. In the second set
only one single channel was considered. To enhance thd effawant to investigate, was generated to be 0.1
in the tagging side. No DCKM effects in the reconstructe githvor sample) were generated for this study.
Each sample was then fitted with the standard, single champebach, and then we compared the results for
the two-channel and single-channel samples. The meamuedsiof the fit results are shown in table 139, for the
two and single channel case. From the comparison of thetsesalconclude that the biases in the two-channel
case are about the average of the biases from the samplamtgeneith a single channel. The worse case
(largest bias) in the case of a single channel is alwaysiang® any of the two-channels configurations.
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Figure 68: Experiment-by-experiment comparison (sceatedt difference) of the fitted results for all the
CPT/T/CP/oscillation parameters when the same toy MontdboGamples are fitted with different values of
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Figure 69: Experiment-by-experiment comparison (scatterratio) of the fitted results for the mistag fractions
(Kaon andNT1 tagging categories) and the DCKM parameters when the saynddate Carlo samples are
fitted with different values ofiag = rtag (0.05 and 0.10).
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V.1

Two channels

Re\cp

|m)\cp

03/ 65 | Am | AT /T | la/p] | 2 Rez oy Imz
0/7 (2.67+0.55)-10° | (—4.8+3.7)-10 3 [ (-14+13)-103 | (-42740.37)-102 | (3.7+£49)-10° | (0.9+14)-10°3
o/m (294+059)-102 | (27+36)-103 | (-1.34+13)-10°| (-56+45)-102% | (57+4.8)-10% | (0.8+15)-10°3
0/3m | (1.864+0.56)-102 | (2.7£3.8)-103 | (-1.2£13)-10°3 | (-1.87£0.40)-102 | (-5.0£4.7)-103 | (-0.2+£15)-10°3
T/m || (153+£053)-103 | (42+4.2)-10°° | (-2.8+1.3)-10° | (1.34+040)-102 | (0.9+4.1)-10° | (1.4+12)-10°3
I gn (2.494+057)-10% | (0.4+42)-10°3 | (-23413)-103| (0.8+4.1)-10°3 (8.7+5.3)-10° | (-0.6+1.3)-10°3
m/3m || (262+0.55)-103 | (4.4+4.0)-10°% | (-09+13)-10°% | (3.03+£0.38)-102 | (38+53)-10° | (-1.8+13)-103
Single channel
Bag | Am | ar | lael | RERe Thest imz
0 (3.62+0.60)-10 3 | (-5.7+4.0)-10 3 | (-0.7+£1.3)-10° | (—-4.87+0.35)-10 2 | (23£5.3)-10° [ (-1.04+1.4)-10°3
I (1.66+0.61)-102 | (144+39)-10° | (-194+12)-10% | (-1.9840.38)-102 | (6.5+4.6)-10° | (0.0+1.4)-1073
T (2.834+0.59)-10°2 | (—2.84+3.7)-103 | (—454+1.3)-10°% | (527+0.34)-102 | (32+4.7)-10° | (1L1+14)-10°3
on (2034+0.57)-10°2 | (—25+3.7)-10°3 | (-254+1.2)-10°% | (1.32+0.41)-102 | (—1.24+4.8)-10°3 | (-0.3+1.4)-10°3

Table 139: Mean residuals with error from about 200 toy Mdbéglo experiments generated with two channels and oneesatginnel in the tagging

side {tag Was generated to be 0.1).



C Evaluating dmy/my and dly4/I"g from Al4/T4, Amy and z

The CPT parameteg, is defined as

Am—iAr /2

Amy 1B q)2 (152)
The quantitiedmy /my anddl 4 /I"4 can then be written as
1
omy/my = RezAmy/my+ 5ImzArq/my
olq/Tg = ReAlMy4/Tg—2ImzAmy /Ty (153)
Let us define now the following variables (related to the alctoeasured parameters):
Re\
m = ——Re
Al
p = Imz
o ImA
3 =
Al
pg = Amy/my
. Re\
ps = S|gn<W> Al g/ my
py = Amg/Tg
. Re\
ps = S|gn<W> Al g/Tq (154)
In terms of these variabledmy/my anddly /"4 can be written as
1
Q=0my/My = S|—2 it =pops
> 2
1-p3
R=8Ta/la = ——pb—2p2P, (155)
1-p3

wheresis the sign choice for Re¢/|A|. Note the overall sign ambiguity iqy, while g; is insensitive to it.

Similarly as we did to produce Fig.1 of the PRL, we can estintla¢ total erroo;,; on eachpx by combining
its statistical errords;ar) with its additive Osys) and multiplicative sys) Systematic error according to

Otot = \/ (1+ fsyst)20§tat+ 0-gyst
Parameter®,, p, andps are just measured parameters of the CPT analysis:
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p1=0.014+0.053 , p,=0.038+0.040 , ps=0.762+0.074

For ps we take the value and error from the standard Biaalysis, assuminfgyst= 0

To evaluateps, we take theAmy PDG2002 average assuming as Wejk = 0: Amy = 0.4894-0.005+0.007
hps! = (0.3224+0.006) x 10~° MeV. Formg we use the PDG2002 averagm; = 52794+ 0.5 MeV. When
evaluating the error opy, the contribution frommy is completely negligible (by several orders of magnitude).
Finally we obtain:

ps = (6.10+0.11) x 10~ 4

The parameteps can be evaluated similarly, using the PDG2002 central valuke B? lifetime, 1542+
0.016 ps:Alg = —0.005+0.030hps™* = (—0.003+0.020) x 10-° MeV. Note that the error on the average
BC lifetime is already part of the systematic error &g/l 4, SO we do not need to propagate it here. Finally
we get:

ps = (—0.00640.37) x 10714

The variablesp, and p; can be evaluated in the same way (here, again, we do not ngawgagate
the uncertainty on the averad®® lifetime since it is already part of the systematic error ba measured
parameters):

py =0.754+0.013 , p;= —0.008+0.047

We estimate the overall correlations (i.e. statisticadtesyatic) using the statistical correlations reported by
the CPT fit (note that the correlations involvipg, ps, p,, p; are the same as with the corresponding measured
parametersiAmy andAl 4 /T4 since the relative factors can be considered as constands@issed above):

(P, P2) = —34% , p(p1,ps) =—10.9% , p(P1,Pa) = P(P1, Ps) = +7.0%
P(p1, Ps) = P(P1, Ps) = —7.9%
P(P2, P3) = +174% , p(P2,Pa) = P(P2; Py) = —0.2% , P(P2,Ps) = P(P2, Ps) = —1.8%
P(ps, pa) = P(Ps, P3) = —5.6% , p(ps, Ps) = P(Ps, P5) = +0.4%
P(Pa, Ps) = P(Py, P5) = —1.3%

We now evaluate the error ap anddg, using the usual error propagation prescription,

00k GQk
Z

api apj Vi

whereVj; is the covariance matrix qf; estimated above. The partial derivatives are:

0 1
ql 2p5,4p1p4p3 (1-p5)3 Py z,épz
e =
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g2 pir, , , 2.3 P1
- = ,—20,4p1Psp3(1—p3) 7, —2p2, ——
op 1-p3 V1P

Thedly4/I 4 interval is then:

8 /T4 [~15.6,4.2]% @90%CL

Similarly, thedmy/my interval is (assuming = +1, same convention as used in the CPT fit):

dmy,/my : [—0.75,1.01] x 10" * @90%CL

If we assume insteasl= +1, the corresponding interval is

dmy/my : [—1.01,0.75 x 10~ @90%CL

D Alg/Amg from Alg/Tg and Amy

To evaluateAl' 3 /Amy using the measured valuesAlf 4 /Iy andAmy, we can apply the usual error propa-
gation. If we callx = Al4, y = Amy andz = Al' 4 /Amy, we have

1
dzdz= v (dxdx+ Zdydy— 2zdxdyp(x,y))

As before, let us take fohmy the PDG2002 average, assumifigs;= 0: Amg = 0.489+ 0.00540.007
ps~1. From the measured value &f 4/l = —0.0084- 0.037+ 0.018 ps!, and using the PDG2002 average
B lifetime central value, 1.542 ps, we estimafey = —0.005+0.024-+0.012 ps?. Note, again, that the error
on the averag®? lifetime is already part of the systematic error&ing /T4, SO we do not need to propagate it
here.

The evaluation of the central value and statistical andesyatic errors ofAl'y/Amy are now straightfor-
ward. We first evaluate the statistical error using tHe3% correlation extracted from the fit. We get 0.049.
This error is unchanged if we assume no errorAmny (i.e. the error omAl'y/Amy is completely dominated
by the error oMAl'y). The systematic error depends on the assumed systematitation: changing it from
—100% to+100% changes the systematic error from 0.0237 to 0.0240pasg no systematic error dlmy
the error is 0.0239. Therefore, we have

Alg/Amyg = —0.011+ 0.049+ 0.024

independently of the assumed correlations betwdenandAmy.

To evaluate the 90%CL interval we proceed exactly in the samne but now multiplying the statistical
error onAl 4 by the multiplicative factoifsys;, and rescaling all errors by 1.64. The resulting interval is
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AT g/Amg : [—0.112,0.091 @90%CL

Using alternative values @my (BaBar average, BaBar hadronic mixing, etc) makes verylsthahges on
AT 4/Amy.
Similarly, with CPT is assumed to be a good symmetry,

Alg/Amyg = —0.012+0.049+0.024 [-0.1130.090 @90%CL
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E Document history

Changes between version 5.0 and 4.0

Abstract: add unblind results and 90% confidence limits.

Add unblind results andkt distributions (section 7.6) and asymmetries on data @eati7, as an addi-
tional check of goodness-of-fit).

Remove section with asymmtries from Monte Carlo.
Add setting limits section 9.23.

Update section 10 with unblind results and limits.

Changes between version 4.0 and 3.0

Sections 7.2 and 7.3: compare unblifioh results withBABAR hadronic mixing result and 2003 world
average. Explain the origin of the difference in thm result between th&G and GExp resolution
models.

Remove cross-check results from the abstract and add disousbout the cross-check measurements in
the summary (section 10).

Clarify that the GG resolution model is used as nominal parameterization whideGExpis used to
assign systematics (sections 6 and 10).

Fix binomial errors in plots of asymmetries.

Add a section (7.7) for asymmetries in data, and modify sactin asymmetries on Monte Carl@?.
Add a discussion about about the questions of points cemsigtbelow the curve in the mixing asym-
metry in the Monte Carlo (as requested by David Williams).

Run period check (section 8.14), merge run2c and run2d ¢riim@inosity too small).

Final results of goodness-of-fit and expected errors @edti5) for Analysis 1 and Analysis 2. Likeli-
hood fit systematics updated accordingly (section 9.14).

. . . : IMifiay IMAfiay  IMAag  IMA
Sections 7.2 and 7.3: clarify the origin of the change i thieies of 31y, Zie:, THes, Zoes
flav] Aflav| [Atag] [Atag]

the GGandGEx p resolution models and between Analysis 1 and Analysis 2.

among

Section 8.12: update results after bug fix in the script ugedetect the common events. This bug
was introducing additional fluctuations due to the use ofbummon events. The results are now more
consistent and some of the large 3-5 sigma discrepancieswaosbefore went away. Add some remarks
about the interpretation and significance of the checks.

Beam spot systematics (9.3) slightly changed (fixed a sraglifbthe selection of common events, before
some events were not commaon).

Changes between version 3.0 and 2.0
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e Section 2: change to BaBar Physics Book sign conventiong/foandAr .

e Add a new short section (2.3) clarifying which are the signvemtions adopted in the text and in the
results presented in the document.

e Added results of goodness-of-fit and expected errors,@egt5. Likelihood fit systematics updated
accordingly (section 9.14). Processing for Analysis 1 atit finished and the final statistics will be
ready for version 4.0. Assign for now as likelihood systeosafor Analysis 1 the same as Analysis 2.

¢ Blinding strategy description, section 5, clarified and pteted (thanks to Pat’s questions).

e Section 4: add checks ofy; andAt dependence qf* andv. For completeness, add alAbdependence
of w* andAw?.

Changes between version 2.0 and 1.0

e Abstract: has been improved including final results andhgidiome additional information.

¢ Introduction (section 1): modified according to Bob regsgselative weight ofAl measurement vs
CPT/T test was opposite to the title and abstract). A moraralead-map to related documentation is
also included.

e Parameter counting, section 2.9. Moved ahead and completedissing parameters. Added reference
to other closely related sections.

e Added table 6 (section 3) detailing the signal event yieklssample and tagging category after vertexing
cuts.

e Summary, section 10. Expanded with more wording in an attdmgive a quick overview of the
analysis.

e Section 9.2 updated including a check for the flat outlier ponent with finite normalization (Pat's
request).

e Sections 8.1 and 9.6 updated clarifying the relationshivéen the fixed lifetime to the world average
and its dependence with thé =0 assumption. Take as systematics twice the error from tlehaverage
to account for the effect. Justifies the prescription. Nangeson overall systematics, however.

o K0 systematics due thE shape and MC reweighting have been updated/added in s€c8iin

e Section 7.1.1: clarify the origin of the apparent bias in fitted B* lifetime, remarking that is has no
effect on the relevant parameters (mistag fractions aretttcharge asymmetries fBr).

e Likelihood fit systematics (section 9.14) clarified.

¢ Blinding strategy description, section 5, clarified.

e Figure??: added curves withl" /=0, | g/p|=1,z=0.

e Section 9.20, clarify why we do not evaluate/assign an eitdistematics from charm content.

¢ Final tables 123— 126 updated consistently to systematizsges/additions.
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