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Abstract

We describe a combined study of indirect CPT/CP and CP/htiai using theBABAR charmonium
CP and flavor hadronic samples. The combined use of thesdesaoffers a way to test simultaneous and
consistently the CPT, CP and T invariances of the effectiamiitonian of theB] system, in spite of the
vanishingly small width differencAl" between the physical states, while providing a robust efitna
of this parameter. CPT-odd, CP-odd, T-odd and temporal astnies are also constructed to display
the different effects.

Two different phase-convention independent formalismegeHhzeen investigated. With thg, o)
formalism, similar to that used in kaon system phenomenglag unbinned maximum likelihood

: ; 1-k> RS _Imd  _Ree  _Ime i ( 1ol
fit allows the simultaneous measurement; 2T’ TreR’ Tofe’ TR’ S9N Trep Ar/T and
ImA

Am. Inthe(| q/p|,A,2) formalism, the corresponding set of parameter%%Ra, Imz, | q/p]|, e
sign(Re\)Ar /T andAm. The strategy, feasibility, reach and validation of thegmsed analysis are re-
ported. The implementation and validation of the CPT/CH,TGRodels in theBABAR event generators
are also described.

Iprimary editor.



Contents

1

2

Introduction

Framework

2.1 BaSiCS . . . .
2.2 Eigenstates of evolution . . . . . . . . . ... e e
2.3 Hierarchy of parameters: t¢ =O0limit . . . . .. .. .. ... ... ........
2.4 Restrictions imposed by discrete symmetries . . . . . . ... L.
2.5 Time dependent decay rateg#nd) formalism . . . . ... ... ... ... .. ...
2.6 Time dependent decay rateqjim/p |,A,z) formalism . . . .. ... ... ... ...
2.7 (g,0)versus(| q/p,A,2) . . . .o
2.8 Buildingthe asymmetries . . . . . . . . . e e
2.8.1 Flavor-to-flavor asymmetries . . . . . . . . .. e

2.8.2 CP-to-flavor asymmetries . . . . . . . . ... e .

Extraction of the CPT, CP and T violation parameters

3.1 Mistag fractions anB%-B° differences in reconstruction and tagging efficiencies

3.2 Atresolutionfunction . . . . . . ... e
3.3 Backgroundtreatment. . . . . . . . ... e
3.4 Thelog-likelihood function . . . . . . . . . . .. ... .. e

3.5 Assumptionsinthenominalfit . . .. .. ... ... ... ... ... ...,

Validation of the fitting procedure

41 ToyMonteCarlo . . . . . . . . . e
4.1.1 Log-likelihoodshape . . . . ... .. .. ... .. .. .. .. .. ...
4.1.2 Residual distributions and Gaussianerrors . . . . . . . . . . ... ... ..
4.1.3 Ar/r #0effects . . . . . .
4.1.4 Non-Gaussian €IrorS . . . . . . . . v v v vt i e e
415 Correlations . . . . . . . . e
4.1.6 Correlationswith . . . . . . . . ... ...

4.1.7 Fitvalidation with backgrounds . . . . . . ... ... ... . ... .....

16

18
19
19
21

27
30
31
37
39
46



4.1.8 Asymptotic vs finite PDF normalization . . . . .. ... ... ... ....... 69

4.1.9 \Validation with th€| g/p|,A,2) formalism . . . .. ... ... ... ... ..... 71

4.1.10 Fitting for theB°BP reconstruction and tagging differences . . . . . .. .. ... .. 71
4.2 StandardfullMonte Carlo . . . . . . . . . . .. ..o 74
4.3 Non-standard fullMonte Carlo . . . . . . .. . ... .. .. ... . . 79
CPT, CP and T reach and sensitivity 86
5.1 Projections and sensitivity at low luminosity . . . . .. .. .. ... ... ... ... 86
5.2 Highluminosity projections . . . . . . . . . . . . .. e e 86
5.3 Impact from an eventual improvéd resolution . . . . . .. ... ... oL 87
Summary and conclusions 88
Parameterization of direct CP effects in the(g, d) formalism 90

BBP reconstruction and tagging efficiency differences from tine-integrated data in presence

of AI' and T/CP violation 91
The CPT/CP/T/Mixing Toy Monte Carlo generator 93
C.1 General desCription . . . . . . . . . 0 e 93
C.2 Generation of time-integrated rates . . . . . . . . . . ... e 94
C.3 Time-dependence generationandsmearing . ... ... . . ccue.e oo .o... 95



1 Introduction

Discrete symmetries play a fundamental role in our desoripdf nature. The CPT theorem [1, 2],
which is based on very general principles of relativisti@gwm field theories (little more than locality
and Lorentz invariance), states that any order of the tyipteluct of the discrete symmetries C, P and
T represent an exact symmetry. The theorem predicts thtitlparand antiparticles have equal masses,
lifetimes, charge-to-mass rations and gyromagneticsatio

The CPT symmetry has been tested in a variety of experim8tsgmaining to date the only com-
bination of C, P, T that is observed as an exact symmetry inreatHowever, precisely because the CPT
theorem represents an essential pillar of our presentigésorof nature, it is highly suitable to enhance
such tests through detailed studies of EPR correlationtseiBtmeson neutral system, where the extremally
small value of the mass difference between the physicadstatth respect to th8 mass (13 orders of
magnitude) enhances the sensitivity of B#&C interferometry. As can be found in the literature, the spleci
features of the neutral B meson system can be used to extraonly information on CP [4] but also on
CPT [5] violation. We should also keep in mind that supemgtitheories are not local and therefore do not
necessarily fulfil the conditions of the CPT theorem. CPRitance has also been questioned in the context
of quantum gravity [6].

The problem of indirect violation of CP, T and CPT discretensyetries corresponds to the non-
invariance under the corresponding transformations ofeffective hamiltonian [7] governing the time
evolution of a neutral meson system. Those properties aatib studied by analyzing the symmetries
in the problem of mixing during the time evolution of the mestates, excluding the possible effects from
direct decays. Historically, since the discovery of CPafimin in 1964 [8], such a study has been performed
in the kaon system [9] where the study ftdvour-to-flavour(Btjay) evolution allows the construction of
observables which violate CP and T, or CP and CPT. In a simigras kaon system studies, in gme-
son system one can perform similar studies [10]. Neversselhese T- and CPT-odd observables need the
presence of off-diagonal absorptive components in the®fie hamiltonian in order to be non-vanishing,
even in presence of T and CPT fundamental violation. For #umlsystem, this ingredient is guaranteed by
the different lifetimes of physical state$? andK?. On the contrary, in the case of tB§ system, the width
differenceArl /T between the physical states is expected to be very smal &y 111].

Therefore the T- and CPT-odd observables proposed for kadrish are based ditavor tag(i.e. prepa-
ration of definite flavor states), vanish foB@ meson system in the limlilr = 0, reducing dramatically its
sensitivity and making its interpretation in terms of viaa of the fundamental symmetries difficult, in
spite of the very large available statistics [10]. Howetle study ofCP-to-flavour(Bcp) evolution from
the entangled states Bf mesons allows the construction of observables which argitsento indirect CP
and T, or CP and CPT violation, independently of the valualof12, 13]. Being the indirect CP viola-
tion already established [14], testing simultaneouslyrew CP, T and CPT conservation and disentangle
whether the CP violation is due to T or CPT violation is a naltgtep forward, and of great interest [3] as
mentioned above. This is the purpose of the analysis proposes. As a result of the consistent treatment,
the analysis provides also a way to extrAEt

The outline of this document is as follows. In section 2 wedss the theoretical framework required for
the analysis, describing the formalisms used for this st8eéygtion 3 describes how the relevant parameters
are extracted, and section 4 presents all checks perforongtddy and validate the fit. Section 5 is devoted
to study the CPT, CP and T violation reach and sensitivitysdation 6 we summarize the conclusions of
our study.



2 Framework

2.1 Basics

The neutralB meson system is a linear combination of the Schrodingeevitanctions for the meson
BY and its antimesoi8°, |W) = a|B®) + b|B°). The time evolution of this combination is governed by the
Schrodinger equatior?(,—‘:J = —iHWY, whereM is the 2x 2 non-hermitian (probability is not conserved since
the BB system decays) effective hamiltonian,

T M11 M2 ) i ( M1 T )
H = M-iz-= —= . 1
M andrl” represent the mass (dispersive) and lifetime (absorppaes of the hamiltonian. Unitarity requires
that the diagonal elements bf andl™ are red.

The flavor eigenstates are connected by

CPB% = CPB°) )

where

CP, = (BCPB% =¢® (3)

is the unphysical relative phase betwed?) and| B°). The corresponding CP eigenstates are thus

1 1 _
Bs) = —5(1£CPIBY) = 5 [|B") £CF,|BY)] . (4)
Inverting equation (4), one gets
) — 5[B.)+[B)
B) — CRalB.) 8] - )

It should be noted here that the off-diagonal elementd afe phase-convention dependent,

Hiz = (B%H|B°) — HiLPr (6)

However, combinationbi;oCP}, are independent of the phase choice in (2).

2We use the notatiohljj, CRj, etc. to represent the matrix elements of the corresponajiregators in the flavor basis, for
instanceH; = (B°|H|BP).



2.2 Eigenstates of evolution

The states of evolution are the eigenstatell pfvhich evolve as

Bu(t) = e ™[By(0))
Ba(t) = € "*[B(0))

()
whereA; = Mj — i% are the eigenvalues, fgr= 1,2. The following relations are satisfieM; = Re(A;),
[j=-2ImAj),AA=A1—\; :Am—i—iA—zr, Am=M;—Ma=ReA1—A2), A =T2—T1=2Im(A1 —A2),
m= W andll = % Let us note the particular choice of sign in the definitioAbf which coincides

with that of the kaon system but is opposite to that adopteddmge authors in thég system: forAm
positive, we are identifyingB1) =| By) and| Bz) =| B.), andAr is therefore positive for kaons.

Let's assume first CPT conservation, which imposes the tiondil;; = Hyo. Writing the eigenvectors
|B1) and|By) in theB°BP basis,|B;) = p;|B°) + q;|B?), j = 1,2, we obtain

Q _ 9_ Miz_ir’iz/zzMiz—iriz/Z ®)
p1 p Mo —il12/2 F

for j=1, and
Q2 q
® _ 4 9
P2 p ®)
for j = 2, where
: : 1, AT
Fro= \(Miz—iMi2/2) (M~ IMj5/2) = S(Am+i=) . (10)

The phase-convention dependence /g is well seen in equation (8), since oritlf, terms are involved.
The reference pha$&P;» would make it invariant,

CPy=— (11)

whereeg is here a phase-convention independent parameter. Thestages can then be written as

— 1 0 _ 0
BY) = s [(1+2)/B) + (1 0 CPE)

1
V2(1+e?) |

wheree is the same parameter as defined in equation (11). Writingitfenstate$B,;) and|B;) in the CP
basis,|Bj) = ¢j|B;) +dj|B_), j = 1,2, we obtain

B2) = (1+€)|B°) — (1—€)CP}B°)] (12)



1

B1) = \/ﬁ [[B4) +€[B-)]
1
B2) = NI [[B-) +€[B4)] (13)

from which it can be seen thatis the parameter which defines the CP mixing. The indeperdefewith
the phase choice can be shown explicitly if the coefficiefth®@linear combination of the eigenvectors are
calculated in the CP basis. Fpe 1,

d; Im(I 12CPy,) 4 2ilm(M12CPy,)

— = . . =€
C1 2ReM1,CP;,) — IR 12CP;,) + Am+iAr /2

(14)

where 4 M1 |2 — | T12 [>= (Am)? — (AT)2 and 4R€M12'5,) = —AmAT. Similarly, for j = 2 we obtain

d2 C1 1
Z - 2 15

Co dl A ( )
Expression (14) reveals the presenceHeiCP;, terms, which are invariant under rephasing. Let us note
that the convention adopted here defingig (€) uses the heavier stateB,).

Corrections are due to CPT violation, which can be paranzetin terms of the variablé = Hy1 — Ho».
In this case equations (8) and (9) read, respectively

a [(Mp—ilf/2)(ReéF/ +ilmF' —A/2) (16)
p1 N (Mlz—il'12/2)(ReF’—|—iImF’+A/2)
and
02 01 A
@ _ & 5 17
P2 p1 Mip—il12/2 17
where

Fo= \JFera/a. (18)

To leading order im\, F’ equals toF = (Am+iAl'/2)/2, and equations (16) and (17) are simplified as
follows:

([ 1-¢ _q B A

P 1+81CPI2_|0(1 Am+iAr/2> 49
and

% _ 1-&., 9/, A

[ 1+schf2_ p(1+Am+iAF/2> (20)



respectively.

The generalization of equations (14) and (15) to accountfr violating effects reads

di _ Im(NiCP) + 2IMMLCP) +4 21)
. 2REMpCP,) —iIR&l1,CP,) +2F/

and
dp 2ReMyCPp) —iRe(M1:CPY) +2F 1 22)
Co N Im(F12CPf2)+2iIm(Mlchf2)—A _82

respectively.

Alternatively tog; » we may use another pair of parameteesdd, which offer a simpler interpretation
in terms of symmetries. These parameters are defined as

£ — €1+& _ |m(r12CPf2)+2ilm(M12Csz) (23)
-2 2RgM1,CP},) — iRg(I1,CPy,) + 2F/
S & — 24 (24)

2RgM1.CP},) —iRe(T 12CP),) + 2F/

In terms of these parameters, the eigenstates in the flas dee:

_ 1 0 e 50
|Bl>—\/2(l+|8+6/2|2) [(1+&+8/2)|B% + (1—&e—3/2)|CP;,B")]
_ 1 - o (1 50
B = e (L Y21 — (L4 8/2)CRE) (25)
and in the CP basis are:
1
1

IB-)+(e-3/2)|By)] - (26)

% T Uheer

By inverting (26), we can obtain the master equations fortitne evolution for an state that is initially a
pure| B.):

g imtg—Tt/2

|B+(t)) = T {[hs(t) —&a&ah_(1)] | By4) + [ea(hy-(t) —h-(1))] [ B-)}
efimtefrt/z
|B-(1)) = 1 tg, {[h-(t) —e1&2h ()] [ B-) + [e2(h—(t) —h.())] | B+)} (27)



whereg; =€+ 9/2,&, =€—9/2 and

ho(t) = GHION/2 _ oFIAmY/2 kATt /4 (28)

Similarly, for a pure| B°) (| BY)) state:

1 e—imte—rt/z

2 1 8, {l(14£2)(1—g2)hy (t) + (1—£1)(1+€2)h_(1)] | B®) +
[(1—&1)(1—g2)hy (t) — (1—£1)(1—g2)h_(1)]CP;, | BY)}

|Bo(t)) = %ellm_tieslzz {CPi2[(1+&1)(1+e2)h, (1) — (1+&1)(1+€2)h_(1)] | BY) +

[(1— €1)(1+ €2)h (1) + (1+ 1) (1—€2)h_(1)] | BY)} (29)

1B%1) =

2.3 Hierarchy of parameters: theAl' = 0 limit

In order to stablish the hierarchy of the CPT, CP and T pararsett is very useful to evaluateandd
in the limit A = 0. In this limit the anti-hermitian part of the effective hidtonian is proportional to unity,

My N2 . 10
<r’£z rzz) a r(01>. (30)
The hamiltonian can then be diagonalized by a unitary tcansition and its physical states will be orthog-
onal. From (23) and (24), we obtain:

Ree) = 0
Im(e)  Im(MCP}y)
1+ |gf? Am
Re(d) A
12 ~ Am
Im@3) = 0 (31)

As can be seer, becomes purely imaginary alddeal. We then find, = —€] and the orthogonality of the
states (26) is apparent.

2.4 Restrictions imposed by discrete symmetries

When we pay attention to the restrictions imposed by dieggimetries on the effective mass matrix,
H =M —3I', we see that:

e CP conservation imposes (M12CP;,) = Im(I"12CP},) = 0 andH11 = Hay;



e CPT invariance requireldi; = Hoy;

e T invariance imposes I(M1,CP;,) = Im(I'12CP;,) = 0.

As a consequence, CPT invariance leads 100, irrespective of the value @f Similarly, T invariance
leads toe = 0, independently of the value & CP conservation requires bath= 6 = 0. Another conse-
qguence is that CPT or T violation requires CP violation, afividlation implies T or CPT violation (or
both).

Therefore we have four real parameters which carry infaonain the symmetries of the effective mass
matrix, according to the following list:

e Rex # 0 signals CP and T violation, withl" # O;

e Ime #£ O indicates CP and T violation;

¢ Red £ 0 means that CP and CPT violation exist;
e Imd # 0 shows CP and CPT violation, witkl" # 0.

Thus we observe that Rend Imd, in spite of being true symmetry violating parameters, wilt be
helpful to decide the presence of symmetry breaking unles®tare also off-diagonal absorptive parts in
the effective Hamiltonian. The traditionfihvor-to-flavorobservables constructed for the kaon system turn
out to be proportional to these quantities, so that theitogaaus for theB-system will be necessarily small,
even in presence of symmetry violation, due to the vanidhisignall Al

2.5 Time dependent decay rates ifie, d) formalism

Charge conjugation together with Bose statistics reqiae theB°B° state produced from th¥(4S)
decay is given by 1
V2
As a consequence, one can never simultaneously have twiiceleanesons. This permits the performance
of aflavor tag: if att = 0 one of the mesons decays through a channel which is onlyedidor one flavor
of the neutralB, the other meson in the pair must have the opposite flavbe=ad. The correlation (32)
between both sides of the entangled state holds at any tit@ethé production, until the moment oBe
decays.

li>= <|B°(R), B%(—K) > —[B°(K),B°(—K) >) : (32)

The entangled state can also be expressed in terms of they@skites as

. 1 o o - -

5= 5 (1B-(K)B.(-K) > ~1B. (KB (-K) >) (33)
which, as in the case of the flavor case, makes possible pa@ara CP tagat any time after the production
of the entangled stated.

The time evolution of 8 meson of the entangled state (32) or (33) observed an ihtAtvafter the
other B wasflavor or CP taggedis given by (27) and (29), respectively. In the following theal state

3In this context by flavor tag we mean "preparation of a defifiéeor state’ (reconstructed side), which has to be distsird
of flavor tag in the context of B tagging, i.e. flavor tag of thbeyB.

9



configuration will be denoted generally &%,Y). In this notation, appearance of final statetty (with
momentunk) always precedes that ¥fatt = to + At (with momentum—K), i.e. At > 0. For example, i

is a CP=- state produced by a CP conserving decay, the correlatidmeadrntangled state ensures thatat
the otheB was aB, . Such a state evolves then for a tidhieand its subsequent decay infas a projection
onto the corresponding flavor state. In the following, theorestructed CP and flavor final states are denoted
asB;. andB?/BY?, respectively, while the flavor states used Boflavor tagging will be denoted &P /B?.

All possibleB final states are denoted generallyfas

The probability to find the final stateX,Y) from the initial state (32) or (33) is obtained from (27) and
(29), and is given by:

e rt

— 1
(XY PEIY HIX@) [ = 5 | Ax | Ay |7

’ 1— €182 ‘2

X {(m +n_)cosh<¥> +(Ns— r]_)sinh(g) + Nre COJAMAL) +r]imsin(AmAt)} (34)

wherest = to+t andA; andAs are the decay amplitudes into an arbitrary final sfate

Ar=(f|H|B% | Ar=(f|H|B. (35)

The underlying assumptions in equation (34) are: i)EtBe: AQrule appliesAgg = A_BP =Ag = A_BP =0);
ii) there is CP/CPT convervation in the decay,=| A;/A; |= 1. The values of the coefficients are the
following (s denotes the flavor of the states, = —1(+1) for BY(BY)):

e CPtagX =B,_,Y =BY(BY):

Ny = 14|e " +s2Reer)

n- = le {1+ |e2[* +s2Refer) |
Nre = —2{Re(e1€2)+ | &1 > [1+ stRe(e2)] +sRe(ey) }
Nim = 2{Im(e1€2) +& | €1 |* Im(g2) + sIm(e1) }
(36)
e CPtagX =B;,,Y =BYBY):
Ny = |&2|? {1+ e [* +s2Refer)}
n- = 1+|& > +s2Reey)
Nre = —2{Re€1€2)+ |&2|? [1+sRe(e1)] +sRe(er)}
Nim = —2{Im(€1&2) +5 | &2 > Im(g1) +sIm(e2) }
(37)

10



e Flavor tag X = BY(BY), Y = BY(BP) (unmixed):

Nt = S{lare)i-g) P+ (1-e)ite) )
no-n- = ss{l@re)i-g) P A-e) e P}
Ne = ZRe{(1—en)(L+e)(L+eD)(L-e5) +(1+en)(1-2)(1-)(1+e)
lim = —58IM{(1— &) (1+ &) (1+£5)(1—5) — (1+ &) (1 &) (1— &) (1 +23))
(39

e Flavor tag X = BY(BY), Y = B?(B?) (mixed):

Net+n- = |(1+se)(l+se) [
n+—n- =0

e = —(N++nN-)

Nim = 0

(39)

In all the above equations we have assumed that the CP and(flewonstructed side) states decay first than
the oppositeB, the one used fdB tagging. When the opposite situation happetsifdY are interchanged),
expression (34) still applies by just flipping the sign of the —n_) andn;y, coefficients. In presence of CP
violation in the decayBcp events), the corresponding equations are modified to theseed in appendix

A. In the case 0Byj5y processes CPT violation in the decay can be introduced piyitig by a globalréP

factor the coefficients correspondingXo= BP. Using the lighter state instead of the heavier one to define
€ would imply the replacemersy — 1/¢; ande; — 1/¢5.

Experimentally, the information available for the time stonthe meson evolutiolt in (34) is quite
poor compared tdt. It is therefore appropiate to work with an integrated piilitg,

f(X,Y;At) = /Ajwdzu(x,v)\?, (40)

which gives the final general time dependent intensity.

The hierarchy of the andd complex parameters demonstrated in section 2.3, togetiietive pertur-
bative characteristic of CPT violation, allow us to calt¢alaquations (34)-(40) to leading order in(Re
andd. Assuming CP/CPT conservation in the decgy=£ 1), the time dependent decay rate reads

1e A AT At
f(X,Y;At) = Ee — | A 12| Ay |? {acosh(T>

+bcogAmAt) +csinh(¥> +dsin(AmAt)}. (41)

11



Coefficient (BY,BY) (BY,BY) (B?.BY) | (BY,BY)
a 1+45%, 1-4:5 1 1
c 0 0 —215%% | 215
d 0 0 —210% | 24%

Table 1: Coefficients of the various time dependencig®#yB?, BY/BP) events, to leading order in Rg
andg, for the (g, d) formalism.

Coefficient (Br+,BY/BY)
a | 142855 —snceizarme ~ Nopr s s
b —25 1<Fi|es[’:|2 +St”cpili§iz%ﬁ32 +2nCP1I+n|1£E|2 11?32
¢ —ﬂcpiii 1425 15\658\2 +S‘1-F:\G§\2
d —23ncpTes | 1+ 2815 | + 1

Table 2: Coefficients for CP-to-flavor final configurations,léading order in Rg) and 9, for the (g, d)
formalism.s is —1(+41) for BY (BY) tags, and\cp denotes the CP eigenstate.

where the coefficients, b, c, d are given in tables 1 and 2 for flavor-to-flavor and CP-to-ftdvansitions,
respectively.

In BABAR, At is used as a signed quantity definedis=t —tg = trec— trac [23]. Compared to
the convention described in section 2.5, this is equivaiersiay that in the final stateX,Y), X is always
the reconstructed side (flavor or CR),is the B used for tagging, and the order of appearance is given
by the At sign. Given that with this conventioftt is positive for flavor-to-CP transitions and flavor-to-
flavor(reconstructed), we have to flip the signs ofd¢landd coefficients:

AlAt
{acosh(?>

1 e7r|At|
N 2r

f(X,Y;At)

. AlA .
+bcogAmAt) —csmh(Tt> —dsm(AmAt)}, (42)
whereN is the normalization factor defined so that
~+o0
> / F(X,Y;A)dAt = 1 43)
y=87,807 "%
for Bcp transitions, and
+o0
Z / f(X,Y;At)dat = 1 (44)
X=B0,B0Y=B7,BY " ~%

12



for Byjay transitions. It should be noted that the normalization @&8s not take into account the fact that T
violation introduces3®-BP differences in the time integrated rates (ixﬁ? #* xgo). The motivation to use a
global B°B° normalization is the constraint from time integrated raltes it implies, improving significantly
the precision o\m [24], while there is no evidence of biases on any of the plsysarameters (as shown
in section 5).

Figure 1 ilustrates the shape of the time dependent decay fiat flavor-to-flavor transitions (unmixed
and mixed) for different values @l /T (0,0.2), -R€,(0,0.05) and-1,(0,0.1), asumingd\m=0.472 ps?!

1+]ef? 1+]gl?
and EIEE %ﬁjzzo. The distributions for flavor-to-CP transitions can bersin figure 2, for different values
of AT /T (o,o.z),i;—}ji%sz(o,o.z) and%(0,0.0S), asumingm=0.472 ps?, 1'%;2 =0.35 andl'%‘flz —0.

The £ factor entering in the coefficients of the intensities carekgressed in terms e£|2 and

1+]e|? +le
Ime ; i ; ; Ree Ime
THe?" In order to find the algebraic relation, we need first to ettfa | from Tre? andT\qz’ and then
_lel2
calculateuj2 .

| £ | can be related ta = %\32 andy = 1'If‘n\]:|2 via a second order equationlia |:

e = J[-px VP4 (45)

where

1

1-lef

Both solutions are possible, providing opposite sign smhst for TR

y2 in terms of| € |,

Solving equation (45) with? and

1 1 2\2
1 arlep? -
X2 +y €]

we get that the positive solution of (45) ig fLe |2, and the negative onee |2. This ambiguity is a conse-
quence of the choice @fas the coefficient of theB_) state for the physical statd,), equation (13). State
| B1) could also be defined, with exactly the same physical meaniitly a coefficient Y¢ in front of | B..).
For consistency with the choice ein (13) we take the negative solution. The valug ©f? is constrained
to be in the physical region, which correspondgte- 4 > 0.

It is worth noting that the CPT/CP, CP/T parameters are gitiea to the previous sign ambiguity.
2
From a detailed inspection of equation (42) and table 2, d¢oiscluded that a change of sign ;Iz}z

Red
1+]el

are proportional (as discussed in section 2.8), remainkanged, and the change in the sign%@%i
would only manisfest if\l". In this case the parameter to which the analysis will beisemss therefore

. 1—|gl?
AT x S|gr‘(1+}§I2).

implies a change of sign iq% andArl'. However, the produc ;EIZ , to which CPT asymmetries

Therefore, our choice of seven independent real physiemeters that model CPT/CP, CP/T and mix-
ing according to equation (42) is
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| — gngg ZR?:{:O o Unmixed events
...... =0. &=
SR AF/F=0.2 Re=0.05 (BO,BObar) (truth)
i Im3=0.1Ar/F=0.2 Re=0 (BO,BObar)
0.15
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| :; “
O N " [ I‘
0.05
o ! \ . L
—10 @] 10
At (ps)
—— AI/r=0 Ree=0 Mixed events
[ e Al'r=0.2 Re=0 (truth)
0.015 |=m- Ar/F=0.2 R&=0.05 (BO,B0Obar)
Im &=0.1Ar/r=0.2 Re=0 (BO,BO0Obar)
0.01
I R
0.005 |- & i
'+ ¥
i E
oy
| Lo
i Vi
§ T
L \ 5»'
0 . - i . _
—10

Figure 1: Theoretical decay time distributions (8¢ /B, BY /BY) transitions for (top) unmixed and (bottom)
mixed events. The different curves correspond to diffevahies ofAl /T, R, and 1M, Amis assumed

to be 0.472 pst andd=0. No mistag and time resolution have been included.
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| —— Red=0Al/r=0 Ree=0 CP, BO tagged events
----- Red=0.2AI'/r=0.0 Re=0 (truth)
[emme Red=0.2Ar/r=0.2 R&=0.0
3 Red=0.2Ar/r=0.2 R&=0.05
NECEEEE Red=0.0AI/r=0.2 Re=0
0.15
0.1
0.05
0 |
10
0.2
| —— Red=0Al/r=0 Ree=0 CP, BObar tagged events
------ Red=0.2Ar/r=0.0 Re=0 (truth)
IEERE Red=0.2AI/r=0.2 Re=0.0
3 Red=0.2Ar/r=0.2 R&=0.05
[ Re3=0.0Al/I'=0.2 R&=0
0.15 -
0.1
0.05
0 L
10

Figure 2: Theoretical decay time distributions {@;..,B°/B?) transitions, for (top)B° and (bottom)B°
2
tagged events (CR9). The different curves correspond to different value% 15?3 AT and%‘iﬁz.

Amis assumed to be 0.472Ps andl'%@z = 0. No mistag and time resolution have been included.
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,Am | T

2.6 Time dependent decay rates if| g/p |,A,z) formalism

As outlined in section 2.2, flavor and CP mixing can also becidesd using the parameteds, pi,
i = 1,2, instead ofg, & [13]. The coherent definition of parameters and the calicuiabf the general
time dependent decay rates can be found in [18]. CP/T vigjagiffects are determined here by the set
of parameterg| q/p |,A¢}, and CP/CPT violation is parameterized by A; is the well-known phase-
convention independent parameter defined as

At

qu
pA; -

At andz are complex valued parameters, whitg/p | is real.

(48)

The master equations for the time evolution for an state ithatitially a pure| B% (| B®)) state are

written as [18]:

| B%(1))
|B%1)) =

where

%eimtert/Z{[g )+zg_ ’BO + /1 qu
%e—imte—rt/Z{[g )—Zg_ ’BO + /1 Zzp

g:(t) =

hy(t)£h_(t).

oe)
ool

(49)

(50)

The functionsh, (t) are the same as defined in equation (28). The coefficgrisc andd of the general
time dependent decay rate intensity (42) calculated fro®) &e given in tables 3 and 4, f&:,, and
Bcp transitions, respectively. Using the lighter state indtefithe heavier to defing/p would imply the
replacement/p — —q/p, or At — —A¢. Taking leading order in the CPT parametethe coefficients,

b, c andd can be written in a similar way to that used in {fged), as shown in tables 5 and 6, B¢, and

Bcp transitions.
Coefficient (BY,BY) (B, BY) (B?,BY) | (BY,BY)
a [1-Zla/p|? | [1-Z]la/pl* |1+]z]* | 1+]|z[°
b —[1-Z|la/p|?| —[1-Z|la/p[* | 1|z | 1- |z
C 0 0 —2Re 2Re
d 0 0 —2Imz 2lmz

Table 3: Coefficients of the various time dependencie@fyB?, BY/BP) events, for the| g/p |,A,z) for-

malism.

If we assume that the mechanisms that contribute to the denaythe same weak phase fpfp = —1
andncp = +1 modes, we can introduce a common phase-convention indepeparametex,
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Coefficient (B, BY) (Br+,BY)

a B[ lee V2N | a2 [N P VI 2
b | {11z VIAN ] | Bl 2 [IM P VISZ -2 P

d —Im

c —Re(z+v1— 2\ —|qg/p|~? —Re()\’;\/l—ﬂ) — |\ 2 Ra]
24+ V1— 2 1a/p |2 1A |2Imz—lm(}\’;x/l—22ﬂ

Table 4: Coefficients for CP-to-flavor final configurations, the (| q/p |,A,z) formalism.

ImAt = —ncplmA
Re\f = ncpfRer. (51)
Coefficient| (BY,BY) (BY,8) | (BY,BY) | (BY,BY)
a la/pl2 | [a/pf 1 1
b —la/pl? | —la/pl?| 1 1
(o 0 0 —2Re 2Re
d 0 0 —2Imz 2lmz

Table 5: Coefficients of the various time dependencig8fiB?, B?/BP) events, to leading order in the CPT
parameter, for the (| q/p|,A,z) formalism.

Coefficient (By,BP)
%(H | At |?) + RezRe\ + ImzimAy
3 (1= [ At [?) — RezReA — ImzimA¢
— (Rez+ Re\y)
— (Imz+ImAs)
(BfivBto)
la/p|~2 [% (1+ | At |°) — RezRe\t + ImzimA¢]
la/p |72 [3 (| At [ —1) + RezRe\ ; — ImzimA¢ ]|
—|a/p| 2 [Re\i— | A |”Rez]
|a/p |2 [ImA¢+ | Af |2 ImzZ]

o 0T

o0 oToD

Table 6: Coefficients for CP-to-flavor final configuratiors Je¢ading order in the CPT parametgfor the
(|a/p|,A,2) formalism.

It should be noted that in the above coefficients we have iboiions from| A |, ImA and R, which
are related. This closure relation is exactly the same aastdescribed in section 2.5 for théd formalism,
giving rise to the same problematics [37]. The option chdse is the same as it was adopted for(#é)
formalism. Ra is expressed in terms of kand| A |,

RO\ = +(/|A2—(ImA)2. (52)

The parameter RRe\ is then insensitive to the sign choice in (52), Alitdoes not, and the actual parameter
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to which the analysis will be sensitiveAd™ x sign(Re\). As in the previous section, Rés constrained to
be within the physical region, i.¢\ |> —(ImA)2 > 0.

Therefore, the choice of seven independent real physiesyers that model CPT/CP, CP/T and mix-
ing inthe(|g/p|,A,z) formalism is:

ERez , Imz , %, |q/p| , AT/I xsignRe\) , Am , T

The correspondence between the above parameters and #fivezldn section 2.5 is apparent.

2.7 (g,0) versus(|g/p|,A,2)

Some useful relations connecting tfed) and (| q/p |,A,z) formalisms are derived here. Beyond the
straightforward algebra to find the relations, it should bgathized the fundamental differences between
the two approaches. The,d) formalism is requires the application ofGP tag while (] g/p |,A,2) is
based on dlavor tag This implies in the(] g/p|,A,z) formalism the need of a specific decay process to
unambiguosly define the unphysical relative phase betB@amdB°. In the case of thée, 5) approach the
specific process enters in by the need to unambiguosly déln€P tag, requiring a CP-conserving decay
into a definite CP final state (CP final state free of directatioh), and not to define the quark phases as
before [15]. This is possible tO(A%) in the quark flavor-mixing parameter of the CKM matrix [16]nd
determination is based on the requirement of CP consenvatioO(A%), in the (sd) and (bs) sectors. If
the decay does not fall into a CP-conserving direction,emmions are needed in order to define the CP tag
(see appendix A). In the context @fg/p |,A,z) this means that one is unable (up to additional corrections)
disentangle whether the symmetry violation is due to thecgiffe hamiltonian of evolution or the one
responsible of the decay.

From equation (11) one can easily obtain the well known icat

2Re _ 1-|qg/pf? (53)
1+ |e? 1+ la/p?
or equivalently,
_ 2Reg)
2
/Pl = e (54)
1+ Ty

If there is no CP violation in the decay 9 | Kf |=| At |, so thatA; andKf are the same up to the reference
phaseCPy», times the CP charg@cps: Ar = At NcptCPi2. We can then write

q 1-¢
P — —CPpp = S
f Ncpt pC 12 ﬂcp,fl c (55)

From equation (55) it can then easily be shown the followilgtions:

1-lef

_ q _ 1+[el?
Rens = nCRfRe(BCF’lz)—ﬂchl_i_ZilE'e:Z (56)
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Ime

_ q 1+[ef?
ImA; = —nCRfIm <—CP12> =-Ncrt——F Re (57)
P 1+2:50
and
1-2-8,
_ 1+[ef
A2 = APl —Fe - (58)
1+21+\e§|2
In the limit Al = 0, equations (56), (57) and (58) become
1-|ef?
Re\; = — 59
f Neri g e (59)
2lme
ImA\; = — — 60
MAf ncp’f1+]s]2 (60)
and
A2 = 1 (61)
respectively.
From (19), (20), (23) and (24), it can be obtained the foltaywielation,
o A
—_—— = ————=7Z. 62
1-e ~ amtiar2 ° (62)
To linear order mﬁ ands,
0
R 63

2.8 Building the asymmetries

By comparing the intensities corresponding to the diffepeacesses we can build several time-dependent
asymmetries.

2.8.1 Flavor-to-flavor asymmetries

From the flavor-to-flavor processes three non-trivial asytnies arise.

The first, well known mixing asymmetry,

o _ f(Br07 Eto) + f(§?7 Bto) - f(Brov Bto) - f(§?7 Eto) _ CoquAt)
AMIING) = 30 B9) 1 1(B9,B9) + (B9, B9) + (B9, BF) _ cosHATAL/2) (64
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— AI/r'=0 Re=0

e Ar/r=0.2 Re=0

------ Ar/r=0.2 Re=0.05

I Im&=0.1AI/r=0.2 Re=0

-

/

Mixing asymmetry (truth)

O
At (ps)

Figure 3. Mixing asymmetry as defined in equation (64). THieint curves correspond to different values

of AT, %‘f'z and 1'%@2. Am is assumed to be 0.472 Psand i—}i}i%ﬁjz — 0. No mistag and time

resolution have been included.

is ilustrated in figure 3. The different curves show how thevametry is modified by the presence&if £
0, assumind\m=0.472 ps?. Non negligible values 0{% andd do not affect the asymmetry, as given by
equation (64).

The second asymmetry can be constructed comparing theofatgged events foB® andB?,

0 RO 20 RO

QU R 8
ro» rs

This Kabir asymmetry [7] is time independent. Itis a genueand T asymmetry, since the second process

corresponds to the CP-, or T-transformed of the first one.sThe asymmetry cannot be faked &y # 0

in absence of true T violation. However, in the exact lidiit = 0, Ree vanishes, and this quantity will be

zero, even if CP and T violation exist. So this observable ateds, in order to be non-zero, the presence

of AT # 0. ForBY mesons the negligible value Af predicts that this asymmetry will be small and difficult

to observe [10]. Figure 4 ilustrates this asymmetry foreddht values o% (0,0.05) andAr /T (0,0.2),

assumingAm=0.472 ps®. The asymmetry is insensitive &

The third asymmetry can be constructed from the compari$anmixed rates foB® andB° [17]:
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— AI/r'=0 Re=0
------ Ar/r=0.2 Re=0
[=ememe Ar/r=0.2 Re=0.05
3 Im&=0.1AI/r=0.2 Re=0

L Kabir asymmetry (truth)
_ ! ! | ! ! ! ! | ! ! ! ! |
! 0

At (ps)

Figure 4: Kabir asymmetry as defined in equation (65). Thiewdint curves correspond to different values

of AT, %‘f'z and 1'%@2. Am is assumed to be 0.472 Psand i—}i}i%ﬁjz — 0. No mistag and time

resolution have been included.

f(B?,BP) + f(BP,BY)
- 2%‘?2 sinh(45*) + £z sin(AmAt) "
B cosh(2TAt) + cos(AmAt) ' (66)
2

Contrary to the Kabir asymmetry, this depends on time as drfuraction ofAt. If we keep only terms of
O(AIN) this asymmetry vanishes, as it is linear in baih andd. We see that it corresponds to a genuine
CP and CPT asymmetry, but due to the proportionality of betins toAl', measuring a small limit for this
asymmetry does not give a straightforward bound on CPT tiwla Figure 5 ilustrates this asymmetry for

different values ofR&, (0,0.05) and\ /T (0,0.2), assumindm=0.472 ps? and LEf R _

1+ef? 1+]ef?2 1+ef?

2.8.2 CP-to-flavor asymmetries

The comparison of decay rates with CP-to-flavor/flavor-®t@nstions provides bogenuineandnon-
genuineasymmetries [12]. The first type corresponds to pure symnwitiating quantities, i.e. asymme-
tries between conjugated mesonic processes, that willyalwanish if the relating symmetry is respected.
The second category does not correspond to purely conpligaies of processes, so that a non-vanishing
value can arise due to the presence of off-diagonal abserptrts in the effective hamiltonian, although
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— AI/r'=0 Re=0
------ Ar/r=0.2 Re=0
[=ememe Ar/r=0.2 Re=0.05
3 Im&=0.1AI/r=0.2 Re=0

L CPT (leptonic) asymmetry (truth)

_ ! ! | ! ! ! ! | ! ! ! ! |

! —10 0 10
At (ps)

Figure 5: CPT flavor-to-flavor (leptonic) asymmetry as defimeequation (66). The different curves cor-

respond to different values af /T, %ﬁ;z andl'%‘f'z. Amis assumed to be 0.472psand miiz %ﬁf‘z =0.

No mistag and time resolution have been included.

in the exact limitAl" = 0 they turn out to be equivalent to the genuine observablestte deviations are
governed byArl if it is not null. The advantage of the second group of asymiets that they can be
constructed from events with the same CP charge (for examjtiereconstructed /K¢ in the final state
only), not needing the reconstruction of both,4£Bnd CP- states (which involve the experimentally more
challenging and less statistically and systematically gxéw J /@K mode).

Genuine asymmetries

One can construct genuine asymmetries of the form

f(J/WKE,BY) + f(X,Y)
by comparing the intensity of)/QK?, BY) with those of the configurations that correspond to congmjat
mesonic processes via de different fundamental symmetmgfiormations, as shown in table 7.

A(X,Y) (67)

Transition B, — BY B, — B° B' - B, B - B,
X, Y) (J/WKE, BY) (J/WKE BY) (B, J/WKD) (B, J/WKD)
Transformation CP CPT T

Table 7: Transitions and final configurations connecte;to— B by symmetry transformations.
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The resulting asymmetries are, to linear ordefAihand neglectingﬁl‘gz terms [12]:

e The CP asymmetry,

Ace = A(J/WK BY)

~ —%szsinmmm) + 124'?!?2 14: }32 sir? (Ar;At)
i () o (45)
_AgMiliﬁngzgmAmN)
2
) 18+R|2E|2 (12+IT:|2> sirf (%) : (68)

has contributions from CP-violating and CPT-violatingnter The first two terms in equation (68)
correspond to the limiAlr = 0. The first term, odd int, is governed by the CP-violating bn
whereas the second one, which is eveltinis sensitive to CPT violation through the parameted.Re
LinearAl corrections induce botht even and odd functions.

The T asymmetry,

Ar = A(B,I/WKD)
 2Ime sin(AmAt) [l 2R&d 1—|e|2Sinz (AmAt)]

12

1+]gP 1421+ 2
e monay
() s (),

includes even and odd terms, need&0. In the exact limiAl' = 0, given by the first term in equation
(69), the T asymmetry is purely odd &xi. Contrary to what happens fé¢p, all the new terms iy
from linearAl’ corrections have differedit dependencies than those of zero order.

The CPT asymmetry,
Acer = A(B,J/UK)
1—e|? 2R&d 1 . AmAt
R a7 (M), (70
1+ el 1+ |ef? 1— 2715 sin(AmAt) 2

needsd # 0, and includes both even and odd time dependencies, shénatis no definite symmetry
under a change of sign dft. To the order considered in our perturbation expansfmr has no
linearArl’ corrections. The genuine character of the asymmetry wautithem in higher order terms.
Therefore, a non-vanish value of &e&ill genuinely manisfest if\cpr.
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If Al =0 is a good limit, the asymmetries above present Atldependency in the CP/T paramater

1'%:‘2, and ever\t dependency in the CP/CPT param *IEE%@. The separation of andd is therefore
associated with resolving odd and even functiondfrespectively. Corrections due fd” #~ 0 add an

even/At dependency in the CP/T parameié% in Acp andAr, as well as a linear (odd) dependencyAin

which is proporcional tq%. It is therefore verified that even in the casé\df=~ 0 the asymmetries above
vanish if the fundamental symmetries are satisfied.

Figures 6, 7 and 8 show, respectively, thédge (for CP— and CR-), At and Acpr asymmetries. The
2
different curves ilustrate how the asymmetries are modbiethe presence of CPT violatioég% Red

le[2 1-+]e[?
0), Ar+ 0 and T violation Q%;é 0), assuming\m=0.472 ps?, 1'+ng|2 =0.35 andlmz =0.

Non-genuine asymmetries

The previous asymmetries are defined as a comparison betwessities for a conjugated pair of
mesonic processes. Nevertheless, there is a fourth digcagisformation, whose relation to the symmetries
of the problem is not straightforward. It consists in thetetge of the order of appearance of the decay
productsX andY, i.e. At — —At. Thus, this transformation relates processes involviagditions with the
same CP charge, for examglé/, K, BY) to (B?, J/u, K?). At the mesonic level(B, — B%) 2 (B? —
B_), so thatAt reversal cannot be associated with any fundamental symm@at, in the limit Al =0 it
turns out to be equivalent to the time reversal asymmetry,

At (AT =0) = ABY, /W KI)|pr_o = ABY, /W KD)| 5 g (71)

In general, the equivalence of T ail inversions is only valid for hamiltonians with the propedfyher-
miticity, up to a global (proportional to unity) absorptipart.

There are four possible configurations of the final state thithsame CP charge (e.g/.qJKg), depending
on the flavor of the opposite side (sign of the charged lepamal) on the order of appearance of the decay
products. The relation between these final configurationistla® mesonic transitions and the 'symmetry’
transformations are detailed in table 8.

Transition B, —B° B, —B° B° - B_ B - B_
(X, Y) (J/uK3, BY) (J/wKd BY) (B, J/WKD) (BP, J/UKY)
Transformation CP At CPAt

Table 8:(X, Y) configurations involving a single final state with the samecG&rge (e.gJ/WK2) and their
relation with the mesonic transitions and the 'symmetrghsformations.

The resulting asymmetries involving tii¢ temporal transformation are, to linear orderAh and ne-

glecting 1'%32 terms [12]:
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| —— Re3=0 AlN/I=0 Ree=0
------ Re>=0.2 A/l =0.0 R&=0
Loe Red=0.2 AN/l =0.2 R&=0.0
Re>=0.2 AN/l =0.2 R&=0.05
LI Re3=0.0Ar/F=0.2 R&=0

P

cpP -‘i;.)'f'asymmetry (truth)

0O
At (ps)

—— Red3=0Al/I=0 Re=0

SRbLELE Red=0.2Ar/r=0.0 Re=0
------ Red=0.2ArI/r=0.2 Re=0.0
3 Red=0.2ArI/r=0.2 Re&=0.05
------ Red=0.0AI/r=0.2 Re&=0

I CP (+) asymmetry (truth)

0O
At (ps)

Figure 6: TheAcp asymmetry, as defined in equation (68), for-€Rop) and CR- (bottom). The different
2
curves correspond to different values3 e -R&_(0,0.2), AT/I (0,0.2) and%“f|2 (0,0.05). Am, 1%:‘2

le[? 1+[e[?
and 1'+”“§|2 are assumed to be 0.472Ps0.35 and 0, respectively. No mistag and time resolution haea be
included.
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—— Red=0Alr=0 Re=0

------ Red=0.2AI'/I=0.0 Re&=0
IEXEEES Red=0.2Ar/r=0.2 Re=0.0
Red=0.2Ar/r=0.2 Re&=0.05
T e Red=0,0Ar/T=0.2 R&=0

;”asymmetry (truth‘)

/i .
S | . . . LN L

O
At (ps)

Figure 7. TheAtr asymmetry, as defined in equation (69). The different cuceeiespond to different values

1— 2
of T}EIZ%\?Z (0,0.2), AT /T (0,0.2) and 15\632 (0,0.05). Am, 1'If‘n\]:|2 and l'ﬂf'z are assumed to be 0.472Ps

0.35 and 0, respectively. No mistag and time resolution haea lrecluded.

e TheAt asymmetry,

An = A(B,J/UKS)
_2 1M Ginamat) [1—2E1_7’£‘25in2 (%)]

12

1+ g2 1+ €21+ Jef? 2
ATAt 1 |g)?
2 1+]gf?
2Re  2Ime AmAt
sin(AmAt) |1 — 2sir? 72
RN ){ ( 2 >}’ (72)

e The CRAt asymmetry,

Aces = A(BY,J/PKY)

1 [ 2R&d 1—|g|? +AFAt 1—Jg?
1- ﬁ"‘;'ezsm(AmAt) 1+[eP1+g2 2 1+
4Ree AmAt 2lme  2Re
———Si — sin(AmAt) | . 73
1o () ey e omema (73)

The non-genuine character &f; andAcpa; are explicit in expressions (72) and (73), as in the limitxaat
symmetry,e = 0 andd = 0, there are surviving terms, linear &i". Thus off-diagonal absorptive parts in
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—— Re3=0AlNI=0 Re=0
1 e Red=0.2AI/IF'=0.0 R&=0
\ee Re3=0.2AI/['=0.2 Re&=0.0
Red=0.2AI/=0.2 R&=0.05
P Red=0.0AN/Ir'=0.2 Re&=0

CPT genuine asymmetry (truth)

‘ | ‘ ‘ ‘ ‘ | ‘ ‘ ‘ ‘ |
—10 10

O
At (ps)

Figure 8: TheAcpt asymmetry, as defined in equation 70. The different curvesegspond to different

1— 2
values ofriz}z%sz (0,0.2), AT /T (0,0.2) and%ff|2 (0,0.05). Am, 1%:‘2 andl'JrL‘f|2 are assumed to be

0.472 pst, 0.35 and 0, respectively. No mistag and time resolution haea lrecluded.

the effective hamiltonian may originate fake contribuido these non-genuine asymmetries. In the limit
Al = 0, these terms disappear, afyd andAcpa: become equivalent tBr andAcpT, as given in equations
(69) and (70), respectively.

Figures 9 and 10 show, respectively, #ye and andAcpy; asymmetries. The different curves ilustrate

how the asymmetries are modified by the presence of CPT ignl ;éiz %‘f’lz;& 0), Al 0 and T violation
(1_'::'9;27& 0), assumingAm=0.472 ps?t, 1'If‘n\]:|2 = 0.35 and 11?32 = 0. The fake effects introduced by the

absortive parf 1, are apparent.

3 Extraction of the CPT, CP and T violation parameters

In the previous section we have derived the general timerdkgre decay rate expressions which govern
mixing and the CP/CPT, CP/T violation, as well as the asymesewhich reveal the different effects.

In this section, we describe how do we incorporate the varexperimental effects to the theoretical
intensities (42): mistag rates, limited time resolutioetettor asymmetries (differencesBfB° reconstruc-
tion and tagging efficiencies). The final form of the likeldftbfunction and its technical implementation will
also be described here. The section will finish with a disomsabout which are the final free parameters
used to describe signal and background, as well as the ymdgdssumptions of the nominal unbinned
maximum likelihood fit. The content of this section took ewdize profit of the work developped for the
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—— Red=0AI'/'=0 Re=0
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—— Red3=0Al/I=0 Re=0

------ Red=0.2Ar/r=0.0 Re=0
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------ Red=0.0AI/r=0.2 Re&=0
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Figure 9: TheAx asymmetry, as defined in equation (72), for-€Rop) and CR- (bottom) events. The

different curves correspond to different value 142% (0,0.2), Ar'/T (0,0.2) and%'e:‘2 (0,0.05). Am,

% and% are assumed to be 0.472Ps0.35 and 0, respectively. No mistag and time resolution have

been included.
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Figure 10: ThéAcpa: asymmetry, as defined in equation (73), for-CRop) and CR- (bottom) events. The

different curves correspond to different value 142% (0,0.2), Ar'/T (0,0.2) and%'e:‘2 (0,0.05). Am,

% and% are assumed to be 0.472Ps0.35 and 0, respectively. No mistag and time resolution have
been included.
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sin 2B analysis [19, 20, 21, 22].

3.1 Mistag fractions andBP-BP differences in reconstruction and tagging efficiencies

The time dependent intensities given in equation (42) haxeetcorrected by the fraction® of events
with wrongly assigned flavor in tagging categoryLept on, Kaon, NT1, NT2[26]),themistag frac-
tion. On the other hand, differences in reconstruction and tapgjfificiencies foB® andBP can induce biases
in the decay time distributions due to the presence of oddgén At (even terms do not contribute). Let us
define first the quantities used to parameterize all thesetsffwe use the same definitions as in [19, 20]).

Wyo is defined as the fraction of trug® but are incorrectly tagged &P for tagging categoryr, and
similarly for w%o [26]. As the mistag fraction can be different f8f and B° due to differences in the
material interactions (especially for kaons), it is corieanto define

~ Wgo +Wgo

W 2

(74)

and

AW = W, — e

Bo (75)

which give, respectively, the mean value and the differeri¢cee mistag fractions foB® andB°. With these
definitions,

Wl = W +Awe /2 (76)
and
Wl =w* —Aw®/2 . (77)
Let us define now
t% —t3
o BO BO
78
! tgo + 1% (78)
and
v — lgo —I'go (79)
lgo + I'go

wheret{ is the tagging efficiency for = B?, BY and tagging category. Similarly r is the overall recon-
struction efficiency foiX = B%, B°. If we call T® andR the average tagging and reconstruction efficiencies,
we have

to=T1+1) , tH=T%1-p) (80)
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and

rgo=R(1+Vv) , rp=R(1-V) (81)

The corrected expressions read, Bar,y processes:

FAOGYAL) = rx {E§(1—wE) F(X,Y;AL) +t9wa f(X,Y;At)} (82)

and forBcp:

FOOXYAL) = t§(1—we)f(X,Y;At) +tows f(X,Y;At) (83)

wheret?, rx are the quantities defined in (80), (81), avid= B?,B° and X = B,_,B,,,B%,BY. (X, Y)
denotes the conjugate state(¥f,Y), andwg is the mistag fraction as given by equations (76) and (77 Th
difference among equations (82) and (83) is bec&Re andCP+ states are normalized separately.

As itis described in section 3.2, the reconstructed evgradentAt error is used to weight the events in
the fitting procedure. It is therefore important to make shed there are no significant correlations among
this variable and the variables parameterizing the taggarfprmancew® andAw®, and if there are, then
model them properly. It was found [30] an almost perfectdineorrelation between the mean wrong tag
fraction,w®, and theAt error, especially for th&aon tagging category, being much weaker or negligible
for the other categories. We then model the wrong tag fra@axording to the following model:

wh = Wg +W(sllopeGAt : (84)

Detailed studies to explain the mechanism of this obsereectlkation can be found in [31]. The difference
of the mistag fractions foB® and B%, Aw?, is well constant over the fulhy range, for all tagging cate-
gories [30]. The tagging performance for each tagging cateis therefore characterized by a set of three
parametersyg, W, ,. andAw®.

slope

u%, v andT? can be calculated from time integrated flavor-to-flavor saecording to the prescription
documented in [32]. This prescription has to be generalimeatder to account for non-vanishing values
of AI' as well as Re As described in appendix B, the parametgtsv andT® depend on the number
of BY/B%mixed/unmixed eventsx(y,z,w) and the theoretical total rates, independently of mistagsAt
resolution &,b,c,d). Terms with oddAt dependence do not contribute, so finally the dependenceths wi
Am, A" and 15?:‘2 This dependence (the exact expression can be found in digpBh has to be taken
into account sincém, Al' and 1-F:\e:|2 are parameters in which we are interested for, otherwisenanitable
circularity would be induced. The solution adopted to ooele this problem is discussed and validated in
section 4.1.10. Assuminfym= 0.472 ps!, AT =0 and | ‘ = 0, the measured values of pi* andT?

from the Monte Carlo simulatiorafial 10h ASCI! files) are given in tables 9, 10 and 11, respectively.

3.2 At resolution function

The decay time differencat between the two decayirlg mesons is calculated from tlgositions of
the reconstructed vertices, using tneeragetg approximation[23], which uses the measur&@4S) boost
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Sample Y
BY cocktail MC | 0.006-+ 0.004
B* cocktail MC | 0.010+0.004

Table 9: Measured values from theéB¢ 5, Sample for the Monte Carlo simulatioar{fal 10h ASCI! files).

Sample Lept on Kaon NT1 NT2
BY cocktail MC | —0.014+0.015 | 0.016+0.008 | —0.022+0.018 | 0.011+0.013
B* cocktail MC | 0.010+0.011 | 0.0114+0.006 | 0.035+0.015 | 0.006+0.011

Table 10: Measure@® values from theBs5, sample for the Monte Carlo simulatioar{al 10h ASCII
files).

(determined on a run-by-run basis) as well as the polar asfglee reconstructe®, therefore accounting
for the boost of thd mesons with respect to th&4S). The standardABAR algorithm,Bt aSel Fi t , with
default configuration (beam constraints) is used forAheeconstruction [23]. Only events satisfying that
| At |< 20 ps andoa < 2.4 ps are accepted. The overatlreconstruction efficiency is about 97% and the
resolution is about 1.1 ps for more than 99% of the events.

TheAt resolution is modelled using two different parameteraagi

The first approach, called thereaftelG model asumes three Gaussians [24]. Tdwe component
tries to describe well measured vertices, meanwhildaheart accounts for poorly measured decay times.
Finally, there is a small fraction afutliers (a few per mille) wheré\t is badly reconstructed, partly due to
mistakes in the track reconstruction, partly to tracks fisenondary decays (long living particles and hard
scatters). As the reconstructé&tl error provides a good (approximate) representation ofeélelution for
the core (tail) Gaussian, it is used to weight the events areatéby-event basis, rather than to use a global
resolution, therefore increasing the sensitivity of thalgsis to well measured events. As the error is still
not a perfect representation of the resolution (especfaliythe tail component) we allow for two global
scale factors. On the contrary, the event-by-evirdrror is not a good representation of the resolution for
the outliers component, and in this case a global and fixed)8gsolution is used instead. In addition to
the increase of the sensitivity, the weighting of the everttsording to the reconstructéd error largely
eliminates small differences in resolution between théediht classes of events entering in the analysis.
Very small residual effects due to differences in the scat#ois can then be considered as part of the
systematic uncertainties. Figure 11 shows the distribstiuf the per-event error dit for the B4y and CP
samples in the Monte Carlo simulation. The curves corregporthe unbinned maximum likelihood fit to
a Crystall Ball shape. The results of these fits are the basiefine the probability density function used to
generate realistit error distributions in toy Monte Carlo exercises, but theyndt enter in the definition
of the likelihood function (section 3.4).

Sample Lept on Kaon NT1 NT2
BY cocktail MC | 0.1195+0.0011 | 0.3451+0.0017 | 0.082540.0010 | 0.1483+0.0013
B* cocktail MC | 0.1232+0.0014 | 0.3720+0.0020 | 0.07364-0.0011 | 0.13204-0.0014

Table 11: Measured® values from theBs5, Sample for the Monte Carlo simulatioar{fal 10h ASCII
files).
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Figure 11: Event-by-event error d@t for the (a)Bsjay, (b) Bcng and (C)BCPKE samples in the Monte Carlo
simulation @nal 10h ASCII files).

Although the vertex reconstruction algorithm minimizeadas due to the secondary charm decays and
V%s in the tagging side, therag position is on average biased towards positivealues, resulting in a
negative shift inAt. This effect is accounted in the resolution function byadditicing a shift in the central
value of the core and tail Gaussians. Due to the diffeBetiecay channels populating the different tagging
categories, the average bias is category dependent [2Wadltfound that introducing a different bias in
each tagging category for the core component but having armmail bias provides the optimal trade-off
between systematic effects and number of different pamens@ the resolution [24]. The resolution was
also found not to be sensitive to possible biases in thespsttiomponent.

The second parameterization, calleExp uses one Gaussian with variable width and zero bias plus the
same Gaussian convoluted with an exponential which effedifietime is intended to describe the charm
bias [25]. Similarly to the5G model, the reconstructet error is used to weight the events, and different
effective lifetimes and fractions of the exponential pag assumed for each tagging category, in order to
take into account the differef® decay channels populating each tagging category. Theepatimponent
in this model is assumed the same as in@®@parameterization.

In summary, for an event with reconstruct@t, ,; ), the GG resolution function for tagging category
o reads

R.(At— Atlvo'At;qa) = (11— frail — foutlier)Na (At — At’;é‘éore, SeoreOnt) +
frail ha (At — At; Stail , Sail Oat) +
foutlierng (At — At ; Soutlier Ooutlier) (85)
where
1
hs(t;8,0) = exp(—(t — 8)?/(20? 86
6lt:8.0) = ——expl~(t—8/(20) )

The equivalenGExpresolution function for tagging categoayreads
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R (At — A, o o) = (1— fExp— fouttier) NG (At — At';8=0, Son) +
fexpe——— [exp< i +At_At/>erfc< > +At_At,>}+
P20, 1Y 2(t1)?  onTf V2l /2Sop
foutlierha (At — At',; Soutlier, Ooutlier) (87)

The complete signal resolution function for all taggingecatries is therefore represented by 11 param-
eters in theGG model,

_ leptons 5kaons 5NT1 5NT2 £ ) T SRS S . 88
q—{&orevécore » Ycore » Ycorer Ycore» ta|I75ta|Iasa|I7 outlier; Ooutlier, Ooutlier ( )
and 12 in theGExpparameterization,
leptons -kaons {NT1 -NT2 cleptons ckaons ¢NT1 ¢NT2
q= {STr (Nl kel tALER fExpp s fexp o+ fexps TExp » foutlier,Boutlierao'outlier} . (89)

Ooutlier aNddoutiier are fixed, respectively, to 8 and 0 ps.

In the GG model all offsetd,,. anddaj are modeled to be proportional to the reconstructed exor
since it was found that events with high; tend to have higlit residual [28]. TheGExpmodel accounts
implicitely for this effect.

The introduction of the resolution effects requires thevotution of equations (82/83) with (85/87),

400
faeo(X,Y;At0n) = R (At — A op;Go ) T (X, Y; A ) dAL . (90)

The problem can be reduced to the convolution of a set of fiasisions,

1 .
> exp(FTerrAt’) exp(iAmAt') (91)
with (86), where
2t T
Teff = (92)

2FTAT  1FAM/2r
andt =1/I'. The—(+) sign applies foAt’ > 0 (At’ < 0). The normalization of (90) over a finite domain
[At1, Aty] can then be calculated from the integral

Aty
Frgsol(an;OAt) = /At fr?esol(xvY;AtvoAt)dAt (93)
1

All the integrals (90) and their normalizations (93) can béualated analytically, and expressed in terms
of complex exponentials and the complementary complex &uration. The analytical expresions used in
this analysis have been taken from [29].

Figures 12 and 13 ilustrate the shape of the time dependemisities (90) foB¢ 5y andBcp transitions
(the equivalent to figures 1 and 2, respectively) after ohiming theAt resolution effects (realistic values)
and a mistag rate of 10%. The corresponding mixing, Kaljptoleic, Acp, At, AcpT, Aat andAcpa: asym-
metries, are shown in figures 14, 15, 16, 17, 18, 19, 20 ana&pectively. It is worth noting the fake effects
introduced by the offset of the resolution function in theTGRBymmetries. The apparent time dependence
in the Kabir asymmetry (figure 15) is due to the mistag rate.
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Figure 12: Decay time distributions f¢B? /BY/¢) transitions for (top) unmixed and (bottom) mixed events,
after time resolution smearing and with a mistag rate of 10¥e different curves correspond to different

values ofAl' /T, %\jz andl'%‘f'z. Amis assumed to be 0.472 Psand EIEE 15?32 = 0. The corresponding

theoretical distributions were shown in figure 1.
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Figure 13: Decay time distributions f@Bs.,¢) transitions, for (top)B° and (bottom)B° tagged events
(CP=-), after time resolution smearing and with a mistag rate &1 he different curves correspond

to different values ofﬁ%}i 15?32, AT /T and %ﬁ:‘z. Am s assumed to be 0.472 s and 1'+”|‘32 =0. The

corresponding theoretical distributions were shown inrgzl
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Figure 14: Mixing asymmetry as defined in equation (64) rdfitee resolution smearing and with a mistag

rate of 10%. The different curves correspond to differemies of Al /T, %\jz andl'%‘f"z. Amis assumed

to be 0.472 pst and mjz 15?32 = 0. No mistag and time resolution have been included. Thespanding
theoretical asymmetry was shown in figure 3.

3.3 Background treatment

In the presence of backgrounds, the PDF has to be extendettitmlé a term for each significant
background source:

fobsX,Y; AL O0at) = (1— fleak— fBcsp) Plig(Mes) frasotsig(X, Y3 AL, Oat) +
fgeakpgig(mE s) froe(sol, peako_< YAt opr) +
fSCSngig(mES) fr((xesoLsig(XaY; At,on) +
{1-pdg(mes) } % fg fresop(X; Y3 AL, Oar)

(94)

where fg, fgeaw fScsp are the combinatorial, peaking and double Cabbibo suptgg¥€SD) background

component fractions for the given sample (the latter onlgtexor flavor-to-flavor states). It is verified that

Y o= 1. (95)
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Figure 15: Kabir asymmetry as defined in equation (65), diftee resolution smearing and with a mistag

rate of 10%. The different curves correspond to differemies of Al /T, %\GEEIZ andl'%‘f’lz. Amis assumed

to be 0.472 pst and mziz 15?32 = 0. No mistag and time resolution have been included. Thespanding
theoretical asymmetry was shown in figure 4.

The backgrounds for thBs5, and Bs_ states are small and mostly combinatoric. They are estinate
from the beam-energy substituted mase ) side band, assuming a single Gaussian distribution for the
signal and an Argus parameterization for the backgroundmRimbinned maximum likelihood fits to the
Mes spectrum, the event-by-event signal probabil'rbgig(mgs), is calculated and then borrowed to (94).
Examples ofmgsfits for each tagging category in the Monte Carlo simulatiortfieBs 5y, andB;_ samples

are shown in figures 22 and 23 respectively. The signal pilityalb calculated separately for each tagging
category.

For each individual signal and background compongatsig, peak DCSD, 3, and tagging categorg,
the distributions (94) are normalized so that:

+oo(Atp)
Z / fr%solj(XaY;At,oAt)dAt =1 (96)
Y—B0 g0/ —=(At) '
for Bcp events, and
+°°(At2)
Z Z / fr?esoLj(X,Y§At,0At)dAt =1 (97)
X=BpBpy=gp.gp ")
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Figure 16: CPT flavor-to-flavor (leptonic) asymmetry as dafinin equation (66), after time resolution

smearing and with a mistag rate of 10%. The different cureesespond to different values af /T, %ﬁ:‘z

and 1'+’T£5|2. Amis assumed to be 0.472 Psand EIEE 15‘632 = 0. No mistag and time resolution have been
included. The corresponding theoretical asymmetry was/shio figure 5.

for Bfjay events. The integration limits;co(At;) and-+oo(Aty) correspond to asymptotic (finite) normaliza-
tion, whereAt; ps andAt, are the acceptance cuts &h Asymptotic normalization is used by default in this
study.

For theB°— J/WK? channel the background level is significantly higher witingicant non-combinatorial
component, therefore requiring an special treatment [2]L, Zhrough the studies presented in this docu-
ment, signal onhyB°— J/p K fits are used.

3.4 The log-likelihood function

The likelihood function for tagging categouyis finally defined as
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Figure 17: TheAcp asymmetry, as defined in equation (68), for-€Rop) and CR- (bottom), after time

resolution smearing and with a mistag rate of 10%. The diffecurves correspond to different values of
1— 2

TIE}Z% (0,0.2), AT/T (0,0.2) and X% (0,0.08). Am, 4{TE, andl'%g2 are assumed to be 0.472Ps
0.35 and 0, respectively. The corresponding theoretical asstny was shown in figure 6.
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Figure 18: TheAr asymmetry, as defined in equation (69), after time resmmmearing and with a mistag

rate of 10%. The different curves correspond to differetties of LIE}Z Thie? (0,0.2), Ar'/T (0,0.2) and
I +| 8‘2 (0,0.05). Am, 1:?;2 and l'ﬂ‘gz are assumed to be 0.472Ps0.35 and 0, respectively. The corre-

sponding theoretical asymmetry was shown in figure 7.

Ng e Ng e i
InLG = Z In fng(Br ’Bt AthO-At i + Z In fObS Brtho,Atho-AtJ) +
1
Ngr+Bt0 Ngr+Bt0 ~
> Infea(Brr B A, Oai) + Y I fdhe(Bro, B At On) +
| |
Nepep Nepep _
Z In f&ho(BY, BY; Ati, ) + Z In f&ho(BY, BY; Ati, ) +
N“ N;PBP
Z In f5s(B?, BY; Ati, 0a) + Z In f5ho(B?, BY; Ati, 0) (98)

where {3, (X,Y;At,05) was defined in (94), withfg.,;(X,Y;At,0a) as defined in (82) and (83). The
global likelihood function for all tagging categories iethcalculated as

InL:ZInLO. (99)
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Figure 19: TheAcpt asymmetry, as defined in equation 70, after time resolutiopasing and with a

mistag rate of 10%. The different curves correspond to miffevalues o ;}EIE %‘ejz (0,0.2), A’ /T (0,0.2)
and %F:\Z (0,0.05). Am, lf\]sslz and 1'%32 are assumed to be 0.472Ps0.35 and 0, respectively. The

corresponding theoretical asymmetry was shown in figure 8.

The categories of events considered in (99) are the follgwin

Br_: BP—=JWK(rr - andm®rP), B —y(29)K?2 (Bcprg Sample);

Br: B> —JWwK° (Bcpro Sample);

Btiav: B°—~D™m(p, & );

Control sample foBcp transitions:B%— J/y K*O(K*1tF).

Each of these samples is separated by tagging categoryawotal of 4 tagging categories [26, 19, 20]
(Lept on, Kaon, NT1, NT2).

In the calculation of the likelihood function, the exact egsions for the theoretical distributions are
used for the two formalisms, therefore we are not makingrapions about the size of the effects to be
measured.

An standalone fitting program, callexpbt NagFi t , has been developped to find the solution of (99)
and the errors on the fitted parameters. The program has befaced to the NAG library [33] and the
MINUIT package [34]. All the numerical and minimization tnes are based on the NAG library, and
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Figure 20: TheAy; asymmetry, as defined in equation (72), for-€Rop) and CR- (bottom) events, after

time resolution smearing and with a mistag rate of 10%. Tfferdint curves correspond to different values
1— 2

of TEIZ% (0,0.2), A1/ (0,0.2) and%‘e;|2 (0,0.05). Am, e and% are assumed to be 0.472Ps

0.35 and 0, respectively. The corresponding theoretical asstny was shown in figure 9.
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Figure 21: ThéAcpy: asymmetry, as defined in equation (73), for-C@op) and CRH- (bottom) events, after

time resolution smearing and with a mistag rate of 10%. Tferdint curves correspond to different values
1— 2

of T}EIZ% (0,0.2), AT /T (0,0.2) and%‘e:|2 (0,0.05). Am, 1'%:‘2 and 1'%32 are assumed to be 0.472

ps1,0.35 and 0, respectively. The corresponding theoretical asstny was shown in figure 10.
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Figure 22:mgsfits to each tagging category for tBg;y Monte Carlo sample.

the error estimation relies on the HESSE and MINOS methoddINUIT. This simultaneous interfacing
allows direct comparison and cross-checking of the fittegutts using two completely different libraries.

The NAG library is a comercial and modern (end 80’s - begir8¢) numerical library which use in
HEP is becoming more and more popular, with a very large nummbeumerical routines. NAG is already
part of the kernel of large HEP projects, like LHC++ at CERMN][3 Among many different available
minimization routines, the04j yf routine was chosen, which is based on a quasi-Newton digof{i36],
one of the most powerful methods available for general okl For the nominal global CPT/CP/T fits
(see section 3.5), MINUIT requires close to twice more tierss than NAG to find the solution. In toy
Monte Carlo exercises the rate of failed fits is also signifiiydarger when using MINUIT. However, when
both approaches report converged fits the agreement amemgithboth, the solution and reported errors,
is satisfactory. NAG is also used, among other service aifity ditinctions, to calculate the error function

(s15aef), the complementary error functios 15adf ) and the complementary complex error function
(s15ddf).
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Figure 23:mesfits to each tagging category for t%pxg Monte Carlo sample.
3.5 Assumptions in the nominal fit

The nominal CPT/CP/T fit used in these studies has finally & tdt42(44) free parameters, for the
GG(GExp model, with the following assumptions:

o fit simultaneously for the 6 physics parameters (formaligpesdent):

. 2
(¢,8) formalism: -R&, 18

Imd

Ime

Al /T andAm;

T+ 1+[e[?” 1+e[2” 1+[ef?’ 1+|s\2’

(la/p|,A,2) formalism:

ImA

FIQASI\ Rez, Imz

!l)\li

|a/p|, A /T andAm;

e a total of 9(11) parameters are used to describe the sigsalute®n function with theGG(GEXpP
model:

GG: scale factors of the core and tails componefis,e and S, ; tagging category dependent core
bias, 8%,,e; common tail biasp; fraction of tail and outlier Gaussianéai and foutiier; the

width and bias of the outlier Gaussian were fixed to 8 ps andeactively;
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GExp scale factor of the Gaussia8, tagging category dependent effective lifetimf)(and expo-
nential component fractionf§, )); the width and bias of the outlier Gaussian were fixed to 8 ps
and 0 respectively;

e atotal of 9 parameters are used to describe the signal wagnfyactions: for each tagging category,
W3, We, . andAw®, wherewd . is fixed to zero for thé.ept on, NT1 andNT2 categories;

lope slope

e 3 background components are assumed foBifig sample (16 parameters):

— a prompt (zero lifetime) and non-prompt (non-vanishing frad lifetime -1 parameter-) compo-
nents, with their own effective wrong tag fractiom‘s"(Ope andAw® fixed to zero) (8 parameters)
and a common resolution function, described as a commotesiBgussian distribution with a
scale factolSyackgand a biadypackg (GG model) or a common single unbiassed Gaussian with a
scale factoiSackg plus the same Gaussian convoluted with an exponentialiumetith effec-
tive lifetime T, packg (GExpmodel), and an outlier fractiofyackgoutiier (3 parameters); the width
of the outlier component is taken to be fixed at 8 ps with zeas;tthe relativef g, ig,,,, frac-
tion of prompt background for each tagging category are edsidered as free parameters (4
parameters);

— apeaking contribution, which resolution function is thengaas that of the signal, wid* fixed
lifetime; the peaking background fraction is fixed;

— no oscillatory background component is assumed;
— no DCSD background component is assumed;

e 3 background components are also assumed deéh@ sample (2 parameters):

— prompt, non-prompt and peaking background, where the pgdiackground fraction is also
fixed, and a common (averaged over tagging categories) prénangiion is assumed (1 pa-
rameter); the wrong tag fraction parameters, lifetime agsblution function of the peaking
background component is assumed to be the same as thosesigfrihk the lifetime of the non-
prompt background is left free (1 parameter) and assumedatme for all tagging categories;
the effective wrong tag fractions for the prompt and nomgbbackground components are as-
sumed to be 0.5 (i.e. effective dilutions zero), which cgpand to no CPT, CP and T asymme-
tries in the background; finally, the resolution functiomgraeters of the prompt and non-prompt
components are assumed the same as those Bffyesample.

e signal only component is assumed BHPKB?

o the BB differences in reconstruction and tagging efficienciesind i, are fixed to the values

extracted from theBy Sample, assuming fakm, Al and %\32 the generated values. In section

4.1.10 itis described and validated an alternative appradtch avoids the circularity betweenp®
and the fitted values dfm, A" and-R&,:

L+el?
e Al'/T is assumed zero for all background components;
e direct CP contribution assumed to be zdr; /As |= 1;

e in the global fit, the parameters of the signal probablityaotdd from tharesfits are taken as fixed.
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4 Validation of the fitting procedure

In order to validate the nominal fit procedure described éndirevious section and to study its feasibility
we have performed toy and full Monte Carlo studies which ascdbed in the following.

4.1 Toy Monte Carlo

Toy Monte Carlo events are generated in order to validatditland study its feasibility, and finally
to have an estimation of the sensitivity on the physical patars and their correlation. In appendix C we
describe the details of the CPT/CP/T/Mixing Toy Monte Cayémerator used for these studies. Typically,
toy Monte Carlo validation and reach studies have been basegts of at least 600 experiments with an
statistics per experiment of about 661, assuming the yields shown in table 12, which corresponghiyu
to our current yields [20]. Themesshapes for the different samples in signal only experimemtiespond to
the distributions shown in figures 22 and Z&E(distributions are similarly generated for tB@PKE sample,
but they are not actually used in the fits). When backgroundeewonsidered in thBs5, and BCPKg
samples, the generated s distributions are those shown in figure 24. Peaking backgt@omponents of
1.5% and 1.0% were assumed for Big,, and BCPKSU samples, respectively.

Sample| Signal only| Signal+background
Bflav 21000 48000

Bcng 1500 1800

Bepio 450 450

Table 12: Assumed yields used in the toy Monte Carlo studigsiyalent to roughly 6@b—1) for each data
sample, signal only and signal with backgrounds.

The generated tagging efficiencies per category were 0@3859, 0.080 and 0.139 for theept on,
Kaon, NT1 andNT2 tagging categories respectively. The assumed mistag wgtegere, respectively,
0.070, 0.068, 0.190 and 0.349. For Keeon category, the linear tagging/vertexing correlation s]@p@f’;e,
was assumed to be 0.135. The resolution function paramstessimilar to that obtained from a fit to the
full Monte Carlo sample (section 4.2). TB8BC reconstruction and tagging efficiency differences inctlde
were those given in tables 9 and 10.

4.1.1 Log-likelihood shape

Itis very useful before to do any other study to scan the sbafie likelihood function (99), in order to
identify possible pathological behavior of the PDF. Thisreise was performed running two high statistics
experiments# 200 fb 1) with the following values for the physics parameters:

e Experiment 1: reference (table 13);

e Experiment 2: reference withl" /I=0.2.

The scan of each physics parameter in a wide interval (ab®stdandard deviations, assuming Gaussian
errors) around the maximum for both single experiments,has/s in figure 25, reveals a well behaved
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Figure 24: Generatene s fits to each tagging category for tig,, (a) andBCPKg (b) samples in presence
of background.

lihelihood function. An slightly asymmetric shape is ohaet for A /I". As will be shown later in more
detail, the sampling of the 60 8 experiments confirmed this behavior. This gave us a firstatitin of
the feasibility of the simultaneous extraction of all thehygics paramaters.

Parameter| Generated value
o2
TR e ggg

15—“3%'2 0.00

iﬂz 0.35

1+ef? :

AT /T 0.00
Am(ps ™) 0.472

Table 13: Generated physics parameter values for the nefei@nfiguration(e, 8) formalism.

4.1.2 Residual distributions and Gaussian errors

The residual, defined as the fitted value minus the generatedaod Gaussian error distributions for all
the physics parameters from signal only fits in the referemdiguration (table 13) are shown in figures
26 and 27, for the5G and GExpresolution models, respectively. The average and RMS ofdhiglual
distribution as well as the average Gaussian error and itsrage are summarized in tables 14 and 15.
In figure 28 the residuals for each physics parameter isquladpainst the corresponding Gaussian error
coming from the fit. The highest correlation coefficient refml'%‘f'z and it is around 10%, while all the
other parameters are well below 10%.
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Figure 25: Scanning of the log-likelihood function (99) @nd the solution for a high statistics experiment
(~ 200 fo~1) for AT /F=0 (a) andAl /T=0.2 (b).

These results show that there is no evidence of biases insttmation of all the physics parameters,

for the two resolution models and the truth values given inetd 3. F°r1|+n|]32’ 1_'::;2, 1'+”|‘:‘2 andAm the

estimated Gaussian error is a good estimator of the resolwtith which each parameter is determined.

However, the Gaussian errors i /T andi;—}ii%ﬁjz underestimate slightly the resolutior (0%). The

non-Gaussian effects, particularly A /I, where already apparent in figure 25. Non-Gaussian errers ar
investigated in section 4.1.4.

Reference configuratiolsG model
2
T 22 e £ AT Am
Mean residual (19+26)-10° | (1.9+£1.3)-103 | (-04+24)-10% | (1.9+21)-10° | (-1+31)-10°%
RMS residual (76+02)-1072 | (39+0.1)-102 (7£0.2)-10°3 (6.3+02)-102 | (9.2+£0.3)-10°3
Average error (Gauss) 6.8-1072 39.102 7.1-10°3 53.102 95.10°3
Gaussian error coverage (59.9+3.3)% (69.3+3.7)% (685+3.7)% (587+3.3)% (709+3.7)%

Table 14: Summary of results for the reference configurétiam signal only fits GG resolution modelx
60 fb Y.

4.1.3 Ar/T # 0 effects

The behavior of the fit was also studied for non-vanishingeslofAl" /I". Figure 29 shows the residual
and Gaussian error distributions for the physics paramétem signal only fits in the reference configura-
tion with Al /T'=0.2 (GExpresolution model). The asymmetry of the residual distidnytconsequence of
the asymmetry of the log-likelihood function (figure 25) fdr /T is apparent. The average and RMS of the
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Figure 27: Residual and Gaussian error distributions feiptiysics parameters from signal only fi&Hxp
resolution modelx 60 fb~1). The generated values correspond to our reference coafigigiven in table

13.
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model,~ 60 fb1). The correlation coefficient is reported on each plot. Taraple is the same that used in
figure 27.
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Imd

1+e)2

Ime

11[e2

Ree
11[e2

AT /T

Am

Mean residual
RMS residual
Av. error (Gauss)
Gauss. error cov.

(37+£28)-10°3
(7.5+0.2)-10°2
7.0-10°2
(627+3.8)%

(33£59)-107
(1.57+0.05)-102
1.7-1072
(703+4.1)%

(15+15)-103
(39+0.1)-10°2
4.0-10°2
(66.1+3.9)%

(13+£25)-10%
(6.7+0.2)-10°3
7.1-10°3
(7224 4.2)%

(-27+23)-10°3
(6.2+0.2)-10°2
5.5.10°2
(60.1+3.7)%

(—65£35)-10 ¢
(9.3+0.3)-10°3
9.4.10°3
(66.9+4.0)%

Table 15: Summary of results for the reference configurdtiom signal only fits GExpresolution model,

~ 60 fb1).

residual distribution as well as the average Gaussian anwits coverage are summarized in tables 16 and
17, for theGG andGExpresolution models. Figure 30(a) shows the mean residuadawxtion of several
values of the true value @T /I". From this scan we conclude that the extractioAlofI" over a wide range

of truth values is, for both th&@ G andGExpresolution models, unbiassed at 503 level, about one order
of magnitude smaller than the statistical reach, as seegunefi30(b) where it is shown the RMS of the
residuals for the same various values of the geneafed . The corresponding mean residuals for all the
other physics parameters are shown in figure 31. Again, raebiare seen up to one order of magnitude
below the statistical reach of each parameter.
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Mean residual
RMS residual
Av. error (Gauss)
Gauss. error cov.

(17+£20)-103
(4.4+0.2)-10°2
46-1072

(68.845.0)%

(36+9.2)-10 7
(20+0.1)-10°2
2.0-10°2
(69.0+5.0)%

(-2.8+1.9)-103
(41+0.1)-10°2
39.10°2

(67.945.0)%

(—26+3.3)-10°%
(71+02)-10°3
7.0.10°3
(66.4+4.9)%

(—44+£21)-10°
(44+0.1)-10°2
4.6-10°2
(70.7+5.1)%

(0.3+£46)-10 7
(9.940.3)-10°3
9.9.10°3
(66.4+4.9)%

Table 16: Summary of results for tld /' =0.2 configuration from signal only fit&3G resolution model,

~ 60 fb1).
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(—4.4+35)-10%
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9.6-10°°
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Table 17: Summary of results for tié /'=0.2 configuration from signal only fit§Expresolution model,

~ 60 fb1).

The behaviour of thé&l" error shown in figure 30(b) confirms the expectations disligs [38]. Due
to the linear (second order) dependence of the time depeadeith AI" for CP (flavor) events, CP events
dominate its determination for small values/Adf /", while the larger weight is from the flavor events for
large values. For CP events, the precisiondn/T scales as /1\/N, constant as a function @ /I". In
the case of flavor events, due to the second order dependbraerror scales as/N/# for small values,
while for large values it goes ag¥N 1/Ar’, as seen is figure 30(b). With the relative statistics of flaral
CP events assumed in these studies (table 12), we havetedhtheAl" /I" point where the relative weight
of both samples equals. This has been evaluated running toyeMCarlo experiments for several values
of AI'/T" by fitting the flavor and CP samples together and comparingethidts to CP only fits, fixing in
both cases the resolution function and mistag parameté¢nese generated. Table 18 summarizes the RMS
of the residual distributions for all the physics parametend three configurationaJ /'=0.0,0.1,0.2. For
Al /T =~ 0 the CP sample dominates the sensitivity, and\latl" ~ 0.1 is where the statistical power of
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Figure 30:Al' /T mean residuals (a) and RMS (b) as a function of the genefdtgd, for theGG andGExp
resolution models, for an equivalent luminosity~e%60 fb'.
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Figure 31: 15\?2’ 11?32’ 1_'3'9;2, 11?;2 andAm mean residuals from the same experimentsffits as those used
in figure 30, for theGG and GExpresolution models. For each parameter the ordering frotrtdefight

matches the scanning points in the previous figure.
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the CP sample equals to that of the flavor events (estimated thie combined flavor+CP fits using simple
quadratic differencesk: 0.073. The relative contribution from each sample for all tkieeo parameters is
also seen in table 18, in agreement with the discussion dagtgaragraph of section 4.1.5.

Flavor+CP
Ar/T =0.0 Ar/T=0.1 Ar/T =0.2
AT /T 0.0680+0.0018 0.0517+0.0018 0.0354+0.0010
1;—@2% 0.0771+0.0020 0.062040.0022 0.0452+0.0015
1'+—“‘“32 0.0160+ 0.0004 0.0168+ 0.0005 0.0182+ 0.0006
11"‘:‘2 0.0382+0.0011 0.0410+0.0012 0.0379+0.0011
%‘f‘z 0.00632+0.00019| 0.00628+0.00018| 0.00617+ 0.00020
Am 0.00800+ 0.00024 | 0.00812+0.00027| 0.00832+ 0.00025
CP only
Ar /I =0.0 Ar/r =01 Ar/T =0.2
AT /T 0.0749+0.0024 0.0737+0.0021 0.0737+0.0024
1;—}3; %\f\z 0.0854+0.0024 0.0833+0.0030 0.0812+0.0028
11“‘32 0.0797+0.0024 0.0844+0.0024 0.0812+0.0027
11"‘:‘2 0.0412+0.0014 0.0451+0.0013 0.0462+0.0014
%‘f‘z 0.0403+0.0012 0.0381+0.0014 0.0382+0.0012
Am 0.0510+0.0019 0.0546+0.0017 0.0574+0.0018

Table 18: RMS of the residual distributions for all the plegsparameters from combined flavor+CP and
CP only fits. The resolution function and mistag parameterseviixed to those generated. The statistics
corresponds te: 60 fb?.

The even cosi\At/2) (Ar? to first order) dependence of the flavor sample has anotheortemt
conseguence: the log-likelihood function is symmetriciwispect taA\l'=0, so we expect two symmetric
maxima [39]. On the contrary the CP sample has a non-vamgshitd sinfAlrAt/2) dependence, and
therefore it is sensitive to the sign Af /. We expect that the measurement made with the two samples
combined breaks the ambiguity, as shown also in the liketireran in figure 25, in the casef /I = 0.2.

In order to check this guess, we fitted 100 toy Monte Carlo $esnpith the equivalent statistics of 607 th
generated witl\l" /T = 0.2, giving as starting point for the fit three different valwds\lr /I": -0.2, 0.0 and
0.2. The number of converged fits reduces if the startingtpsidifferent from the generated value, but,
if the fit converges, it gives the right value. In none of theasathe fit converged I /I' = —0.2. If we
compare the fitted value in the three different cases forahmesexperiment, we found that the difference is
negligible with respect to the statistical error, at theslesf the numerical precision, as shown in figure 32.

Another set of tests has been performed to evaluate the wamrent in theAl' /I’ measurement due to
the complementary use of the flavour and the CP sample. Weaedeand fitted-600 low statistics toy
Monte Carlo experiments (30 8) using just the flavour sample with ti@&G resolution model. In figure
33 the residual distributions &f /I variable are reported for three different values of gereeraf /T': 0.1,

0.2 and 0.3. In the first two cases a large part of the fits (3084l&8%6 respectively) converged to the value
of Al'/T'=0, corresponding to the high spike at the value of -0.1 orfitseresidual plot and -0.2 on the
second one. Few of the fits converged also at the opposite @fgherated value corresponding to the bins
at -0.2 and -0.4 on the residual plots. These effects aredtieetmentioned symmetric shape around zero
of the likelihood function for the mixing sample. In the cadgeAl’ /I=0.3 the two maxima should be well
separated and we don't see any effect since we used the tgheedues as a starting point for the fit. In
all the three cases the distribution showed a large negaithzgeof 5-6 standard deviations from the central
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Al..=0.2 — Fit with different starting points
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Figure 32: Comparison between the results obtained fitfiregsame 60 fb* samples generated with
Al /T=0.2, using different starting points féi" /. The upper left plot shows the correlation among the
fitted values starting fromI" /I =0.2 andAl" /I'=0.0, while the upper right shows the distribution of the dif
fernce between the two fitted parameters. The lower plotasiioe analogous for the comparison between
Al /T=0.2 andAl' /T=-0.2.

value, never seen in all the tests made using the flavour &@Rhsamples together.

In order to check how these effects change with the statjstie repeated the experiment with a much
larger data sample size (150 ). In figure 34, top plots, the residual distributions & /I show that
the situation is pretty similar to the low statistics caseb/I=0.1, but much better fakl" /T =0.2: no fits
converged to the negative value and just a couple of therapsild to zero. Nevertheless in all the three
cases we had a confirmation of the negative bias of the fittkeesg7.5, 3.5 and 2 standard deviations
respectively).

We explored also the possibility of measurifsg/I" using the CP sample alone, performing similar toy
Monte Carlo experiments. In figure 34, bottom plots, thedwsii distributions give another confirmation of
the fact that the CP sample is sensitive to the sigalaf The distributions in this case show no evidences
of bias.
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30 fb™' experiments mixing events only
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Figure 33: Residual distribution for three different vedusf Al /T’ generated (0.1, 0.2 and 0.3 from top to
bottom) using the flavour sample alone. Each of the plots sdmen ~600 experiments with the equivalent
statistics of 30 fb'. GG resolution model has been used. Varia E 1+|E‘Zand 1'+’T§|2were fixed in the

fit since the sample is not sensitive to them.

4.1.4 Non-Gaussian errors

The non-Gaussian behavior of the physics parameters hasresstigated foAl' /I" and LIE}Z Tl
Figures 35 and 36 show the distribution of the positive arghtiee asymmetric errors for these two param-
eters GExpmodel) and their correlation, for the reference &fd'M'=0.2 configurations. Tables 19 and 20
summarize the average and RMS of the residual distributigether with the average Gaussian, positive and
negative errors and the corresponding confidence inteovarages. Let us note that the set of experiments
used for this check is statistically independent of thatlusesection 4.1.2. For thAl'/T'=0.2 configura-
tion, theAl’ /" negative error is about 10% larger than the positive, réfigthe systematic asymmetry of
the log-likelihood function ilustrated in figure 25(b), wehiorigin was discussed in last paragraph of sec-
tion 4.1.3. Within the precision of our statistics, the agyatric confidence intervals provide the correct
coverage.
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150 fb™" experiments mixing events only
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Figure 34: Top three plots: Residual distribution for thd#fferent values of generatedl” /' (0.1, 0.2 and
0.3 from top to bottom) using the flavour sample alone. Eadhefplots comes from-600 experiments

with the equivalent statistics of 150 th. GG resolution model has been used. Vanab}g%l—z RS and

Ime
1+[ef?

sample. In this case we fix Is\ , 1'+—”“£5|2 and tagging efficiencies and asymmetries.
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Figure 35: Positive and negative asymmetric errors and tiwerelation forAl /" from signal only fits
(GExpresolution modelx 60 fb1). The generated values correspond to the reference ceatiigur(a)
and reference withl' /T=0.2 (b).
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1-[e[?> _Red Imd Ime Ree AF/F A
m
1+]e[2 142 1+]e[2 1+]e[2 e /

Mean residual
RMS residual

(14+27)-103
(7.74£0.2)-10°?

(-0.9+06)-10 3
(1.6+0.0)-10°2

(31+14)-103
(41+0.1)-10°?

(—17+24)-10°
(6.74£0.2)-10°3

(—12+22)-10°
(6.140.2)-10°2

(-39+£32)-107
(8.9+0.3)-10°3

Av. error (Gauss) 7.0.102 1.7-102 39.102 71103 5.6-1072 9.3.10°3

Av. positive error 7.1-10°2 — — — 5.6-10°2 —

Av. negative error 7.2.10°2 — — — 5.6-102 —

Gauss. error cov. (61.1+3.5)% (685+3.8)% (67.6+3.8)% (69.3+3.9)% (61.5+3.6)% (71.4+3.9%
Non-Gaussian err. co (629+3.6)% — — — (637+3.6)% —

Table 19: Summary of results for the reference configurdtiom signal only fits GExpresolution model,
~ 60 fb~1) with asymmetric errors calculation. This set of experitsda independent from the one used
for Table 15.

4.1.5 Correlations

Disclaimer: After running some of the toy Monte Carlo experiments docut@e so far, also used in
this section, it was found a wrong sign in the fitting code waéfectedArl’ /T for CP events. This does not
change the conclusions of our studies, but we should tageritt account when looking at the correlations
of Al /T" with the other parameters, since they will have the oppasipe to that shown in the figures. The
affected figures will be explicitely marked with a commenttlie caption. The numbers quoted in the text
have already the correct sign.

The analysis of the set of experiments in the reference amatign confirms the absence of significant
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Ref. Conf. with Minos — Variable Re(6)
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Figure 36: Positive and negative asymmetric errors and toeielation for
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from signal only fits

(GExpresolution modelx 60 fbt). The generated values correspond to the reference caoatiigur(a)

and reference witAl' /I'=0.2 (b).

1-|e> Red
1+[g]? 1+]g]?

AT’ /T=0.2 configurationGExpmodel

Imd
1+]g)2

Ime
1+]g)2

Ree
1+]e)2

AT/T

Am

Mean residual
RMS residual
Av. error (Gauss)
Av. positive error
Av. negative error
Gauss. error cov.
Non-Gaussian err. co

(22+1.7)-10°3
(4340.1)-10°?
44.1072
46-102
44.1072
(65.7+4.1)%
(612+3.99%

(1.3+£0.7)-10°3
(1.940.1)-10°?
19-10°2

(70.0+4.3)%

(—21+16)-103
(4.04+0.1)-10°?
39.10°2

(66.8+4.1)%

(-17+28)-10°%
(7.240.2)-10°3
7.0.10°3

(66.644.1)%

(-11+17)-103
(424+0.1)-10°2
43.102
42.10°2
47.102
(69.7+4.2)%
(67.6+4.2)%

(—45+3.8)-10%
(9.740.3)-10°3
9.7-10°3

(68.3+£4.2)%

Table 20: Summary of results for tié /I =0.2 configuration from signal only fit§&SExpresolution model,
~ 60 fb~1) with asymmetric errors calculation. This set of experitsda independent from the one used

for Table 17.

correlations among different physics parameters at therafifew percent, as it can be seen in figures 37
and 38, where we show the scatter plot and the correlatiofiiceats, respectively, among all possible

combinations of the 6 physics parameters. The largest wddearorrelation is betweel /I and
(-11%). The largest correlation betwe

(+6%). See disclaimer at the begining of this section.

Ree
1+]e)?

7 and any other physics parameter is, as expected, ATt

The larger identified correlation between a physics paransetd any other parameter entering in the
fit procedure is betweetf_% and the difference of the mistag fractions &t andB°, Aw®. The average

correlations are 23%, 32%, 15% and 10%, for thegpt on,
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Ref. Configuration — Correlation plots
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Figure 37: Scatter distributions among all combinationthefphysics parameters, for the reference config-
uration GExpmodel,~ 60 fb~1). See disclaimer at the begining of section 4.1.5.
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spectively. The correlation betweé&m and the mistag fractionsrvg , are, repectively, -22%, -10%, -13%
and -8%. The only significant correlation with a resolutiondtion parameter is betweém and the scale
of the central Gaussiars), 25%, for theGExpmodel, and betweefim and the fraction and the bias of the

tail component {4y andda;), 20% and 10% respectively, for tli&G model. All the other correlations are

within few per cent. It is worth noting that the CPT parameﬁ%iR—f‘g"z, is largely uncorrelated with the

I+
resolution function and mistag parameters, as shown indigfr

A strong correlation is however observed betweenthendwy, . for theKaon category, as expected
from the linear parameterization of the tagging/vertexaugrelations, equation (84). Finally, several of
the resolution function parameters are internally coteelaln theGExpmodel, the correlation among the
effective lifetime, T, and the fraction of the exponential pafgxp, is at the -80% level, for all tagging
categories. The averaged correlation of these paramettirshe scaleS of the central Gaussian is small,
below 10%. In theGG model the correlation pattern is much more complex. The maselated resolution
parameter with any other &, with the Gaussian tail parametefg,; (-65%),0ai (-42%) andSaj (28%),
as well asfiaj with &gy and &y, 65% and -44% respectively. The cross correlations amdndf gl and
with fiai and Say are at thet10% level. Finally, the correlation betwe&ye and 82, is below 10%

averaged over tagging categories.

For large values oI’ /T, the correlation pattern is different. If we take as exandyfl¢lr =0.2, the corre-
lation among the physics parameters is shown in figure 40re@@ions which become now significant and
were negligible or small in the reference configuration ar:— Al /T (+10%),Ar /T — M€, (—20%) and

1+l
2 . . .
iiz}z 15?32 — 1'+”|‘32 (+60%). The correlation betweel™ /" and the fraction of outliersfyier, becomes

now also large, about -45%, while is was negligible #dr/I=0. This effect is not surprising since the
contribution ofAl" /T to the time distributions appears at relatively lafgejust the region where the ouliers
have their larger relative contribution. This however, gloet introduce any noticeable bias in the determi-
nation of A" /T (as shown in section 4.1.3), provided that the PDF normt#dizas performed properly, as
discussed in section 4.1.8.

The small correlations among the physics parameters irefeeance configuration can easily be under-
2
stood. The sensitivity tigz 15?32 and 1'+”|‘:‘2 is largely provided by th8cp events (see table 18), for which
the At dependence is even for the former and odd for the latter. Bthg sample contributes marginally

because for these events there is no explicit dependenggl’—s%n and the dependence wi(ﬁ% is scaled

by the sin(Ar At/2) term, which neglects for smalll". On the contraryi_Fff;2 and 11?32 (andAm) are com-
pletely dominated by the large statistiBg,, sample, for which thét dependence is even for the former
and odd for the latter. As it was already discussed in seetir8, theAl /T determination is dominated
by the CP sample in this configuration. The physics parametarelation pattern changes for ladye/I
because in this regime since the flavor sample dominatestisrdination, and as a consequence: i) the cor-
relation withAmincreases (same sample and both parameters havéedependence), ii) the dependence
with %‘f’lz in the flavor sample is now significant, and it is oddAin(as forl'%lgz), therefore inducing the
large correlation among these two parameters.

4.1.6 Correlations with 1§

The correlation of the averad®® lifetime (assumed as fixed in the nominal fit) with all the ghygs
parameters has been evaluated by fitting also it. The chechéden done for the reference configuration
andArl /I'=0.2. The results are shown in figure 41. In the referencepmihesignificant correlation is with
Am (—30%). For theAl' /T=0.2 configurationt3 becomes additionally correlated with two parameters:
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Ref. Configuration — Correlation plots with Re(§)
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configuration GExpmodel,~ 60 fb~1). See disclaimer at the begining of section 4.1.5.
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AT /T (~56%) andyTe; (~19%).

4.1.7 Fit validation with backgrounds

The analysis has also been validated in toy Monte Carlo Hydimy backgrounds (combinatorial and
peaking) for theB¢5, and Bcng samples in the generation and fitting procedure. Due to thesignifi-
cant significant increase of CPU that the inclusion of baskigd means for the fitting part, we performed
this check rescaling yields to the equivalent of 30 %b The results for the reference configuration are
summarized in table 21. The conclusions from this study daliffer from those we got with signal only
fits.

Reference configuration with backgrounds
2
Tl e i i oe ar /T Am
Mean residual | (—42+4.7)-10 3 | (—1.8+£11)-10 ° | (0.8+25)-10° | (1.1+44)-10 % | (06+38)-10° | (06+57)-10 %
RMS residual (1.0+0.0)-107* (2340.1)-102 | (564+0.2)-102 | (95+04)-10° | (83+0.3)-102 | (1.24+0.1).10°2
Av. error (Gauss) 9.6-1072 2.4.1072 5.6-102 95.10°3 7.3.102 1.2-102
Gauss. error cov,|  (627+4.6)% (69.7£5.0)% (65.7+4.8)% (67.8£4.9)% (57.9+4.4)% (67.8£4.9)%

Table 21: Summary of results for the reference configurgtiainle 13) from signal + background fit6 G
resolution modelz 30 fo1).

4.1.8 Asymptotic vs finite PDF normalization

In the nomalization of the PDF, equations (96), (97) and,(83ymptotic limits are used by default
through these studies. This normalization has the advartfgeducing dramatically CPU usage, but it
has the drawback that it does not take into account the eedett®nAt cut, | At |< 20 ps. The effect
of this simplification has been investigated in the extrem&ecof theAl' /I =0.2 configuration asuming a
single (unbiassed) Gaussian together with an outlier cormpiofor the resolution| @At |< 20 cut applied
and asymptotic normalization is used). The results are sanmed in table 22. A bias at thes4evel is
observed o\l" /T", and about Zo level on%l‘f‘z, while all the other parameters are within one sigma. The
bias in the estimation dfl" /T can be understood due to the overestimation of the PDF nizatiah which
originates from two different sources. First, the resolutfunction has an outlier component with width
0 = 8 ps, so a cut ot at =20 ps excludes a significant fraction of it, while it is not agoted for in the
normalization. Second, large values|dil' /T | contribute at large At |, so again, thé\t cut removes a
non-negligible fraction of the area. The second reasora@xpthat the size of th&l" /" bias increases with
| AT /T |, and for very small values it is negligible. The apparenshia-RE, is a consequence of the the

1+]ef?
Al /T bias.

Given that the value oAl /T is expected to be very small, and in order to reduce the CPYeushe
asymptotic normalization is used by default, and diffeesnbetween it and the finite normalization can be
evaluated as a contribution to the systematic uncertaidyever, to remove any possible bias contribution
to Al /T in all our toy Monte Carlo studies, in particular for configtions withAl' /T # 0, theAt cut was
removed. All the tables shown so far have been produced thli@sumption. In particular, results shown
in figure 29 and table 17, corresponding to the s&mg@ =0.2 configuration used above but there using the
GExpmodel, shows no bias neither &f /I" nor %lf‘z. In the full Monte Carlo checks of section 4.2 the
cut was however applied.
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Figure 41: Correlation coefficients amorfygand all the 6 physics parameters for (a) the reference configu
ration and (bJAI /I'=0.2 (GExpmodel,~ 60 fb1).
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Al /T=0.2 configurationAt = +20 ps cut, asymptotic normalization
1-|e? Red Ime Ree
1te 1+e 1+[ef? 1+[ef2 ar/r Am
Mean residual (0.3+0.7)-10°3 (—0.8+0.8)-103 | (-3.7+15)-10°7 (35+0.8)-10°3 (—0.3+£2.0)-10%
RMS residual (3.15+£0.06)-102 | (3.85+£0.06)-1072 | (6.88+0.12)-10°3 | (3.88+£0.06)-102 | (9.12+0.14)-10°3
Average error (Gauss 3.210°2 3.7-10°2 6.910°3 431072 9.1.-10°3

Table 22: Summary of results for the reference configuratiibn Al /T =0.2 (= 60 fb~1) for (top) At = +20

ps cut and asymptotic normalization, (middl)= +20 ps cut and finite normalization and (bottom) no
At cut with asymptotic normalization. The resolution modetdigor this study was a single unbiassed
Gaussian.

4.1.9 Validation with the (| q/p |,A,z) formalism

The (| g/p|,A,z) formalism outlined in section 2.7 have been also used tokctiexfeasibility of the
analysis. From a comparison of tables 1 and 2 with tables Batitt correspondence between the physics
parameters with thée, d) formalism becomes apparent. It is then clear that all thdiesuperformed so
far apply here, and there is no need to redo all of them. Wekelebere explicitely the feasibility of
the combined fit for the reference (table 23) axid/[=0.2 configurations, for an statistics of 60 fb 2.

The average and RMS of the residual distributions as welhasverage Gaussian error and its coverage
are summarized in tables 24 and 25. The same remarks to thtise (@,5) formalism apply here. The
distributions of the correlation coefficients among allgibke combinations of the 6 physics parameters is
shown in figure 42. Again, all cross correlations among thesjais parameters are small, at the few per cent
level, and they are the same as ferd).

Parametenl Generated value
%Rez 0.00
Imz 0.00
o 0.70
la/p| 1.00
AT /T 0.00
Am(ps 1) 0.472

Table 23: Generated physics parameter values for the nefeieonfiguration(| g/p |,A, z) formalism.

Reference configuratiosG model
EARe Imz i la/p| ArT Am
Mean residual | (20£30)-10 ° | (0.6+6.2)-10 % | (524+31)-10° | (53%57)-10 % | (—0.8+26)-10 3 | (0.3£38)-10 7
RMS residual | (7.3+£0.2)-102 | (1.54+0.1)-102 | (7.5+0.2)-102 | (1.4+01)-102 | (6.240.2)-102 | (91£0.3)-10°3
Av. error (Gauss) 7.3.10°2 16-10°2 7.9-10°2 141072 5.8.10°2 95.10°3
Gauss. error cov.| (68.0+4.4)% (70.1+4.5)% (69.3+4.5)% (70.8+4.6)% (625+4.2)% (69.4+4.5)%

Table 24: Summary of results for the reference configuratith the (| g/p |,A,z) formalism, for~ 60
fb~1 (GG model).

4.1.10 Fitting for the B°B° reconstruction and tagging differences

The nominal fitting procedure adopted for all the studiesisiote, as explained in section 3.5, assumes
that theB°B differences in reconstruction and tagging efficienciesndp®, are fixed to the values extracted
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Ref. Configuration — Correlation plots
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Figure 42: Correlation coefficients among all combinatiofghe physics parameters, for the reference
configuration and| g/p |,A,z) formalism (table 23).
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Al /T=0.2 configurationGG model
B3 Rez Imz I la/p| ArT Am
Mean residual | (0.0+22)-10° | (6.4+87)-10% | (21+34)-10° | (-3.8+5.9)-10* | (-17£20)-10° | (40+41)-10%
RMS residual | (52+0.2)-102 | (204£0.1)-102 | (8.0+0.3)-102 | (14+0.1)-102 (46+02)-102 | (974£0.3)-10°3
Av. error (Gauss) 5.4.10°2 1.9.-10°2 7.8-10°2 1.4-1072 4.6-10°2 9.9.10°2
Gauss. error cov.| (70.1+4.7)% (65.144.4)% (66.6+4.5)% (69.7+4.6)% (66.2+4.5)% (701+4.7)%

Table 25: Summary of results for tld /I =0.2 configuration with thé| g/p |,A,z) formalism, for~ 60
fb~1 (GG model).

from theB; 5y Sample (see section 3.1 and appendix B for details). Thigaph requires to make an initial
guess about the actual valuesfoh, Al and%ﬁlz. As these are parameters to be extracted from the time
dependent analysis, there appears a potential circufandtyiem. This effect is critical for the extraction of

%lf‘z, since this parameter is fully anti-correlated with theed&dr asymmetries (evaluated to be -96%).

To overcome this problem, the following approach has beessiigated. The parameterandp® can
be included as free parameters in the time dependent fityiaghe additional constraint provided by the
time integrated relationship between them aAng Al and%‘flz, -equations (115) and (116) of the appendix
B-. To properly account for the Poisson statistics from thenting ofB%,B° tagged and untagged events,

we can construct an Extended Likelihood,

a

where InL was defined in equation (99) and

AlnLy = —In Ngotag a! + NBotag a In NBotag a — NBYtag a
—In NBP,tag ol NBP,tag a Inn Botaga — MNBotaga
—In NBP,notaga I+ NB?,notag(x In NBo,notaga — NBY,notaga

—In N§97notaga '+ NBP,notaga In nBP,notaga - né&notaga
(101)

NEo(80) tag is the number of events reconstructed®3@&°) and tagged in tagging categcnryandNBp(B—P),notaga
is the number of events reconstructed®3@°) excluding those tagged in tagging category BO(BY) tag a/notag
denote the corresponding expected number of events. Thiswothean be applied using only signal region
events. For background components, where we asaurs®, Al /I'=0 and%‘jzzo, the parametens and

KUY can be fixed to the estimates using side band events.

Two toy Monte Carlo studies, using tli&G resolution model, were dedicated to check this approach.

The first one was the usual set of more than 600 experimertisawiequivalent luminosity of 60 fb~tand

the reference configuration for the physics parameterstandefaultB°B° reco and tagging asymmetries,
as given in section 3.1. Table 26 shows the summary of thdtsesuthis test, which should be compared
to the results coming from the standard likelihood methatinearized in table 14. The only parameter
affected is%‘f'z, whose error increased by about 30%, as expected due to tiredation bet\Neenl_F:%:‘2

and the detector asymmetries. At the end of the fitting praeedhe values of andp® are consistent
with those generated. The second check was devoted to kafythis proceduce is able to disentangle

73



the physics {%z = 0) and detector asymmetries. Here, we generated 200 toyeMoatio experiments
with a large detector asymmetry £ 10% andu® is 5%, 10%, 5% and 5% for theept on, kaon, NT1,
NT2 tagging categories, respectively), as well as a large vaﬂq% 0.05. The samples were then fitted
using two different sets of starting values fon.®, 1+|E‘2 andAr /T: i) the generated values, ii) all zero and

ATl /T=0.1. Figure 43 shows the sample-by-sample comparisoreafesults of the fit foAl /I and - T Is\z

(the correlation and the differences). From this check wekmle that with this procedure the fit is stable
and we are able to disentangle the physics and detector astyimswhich would result in an asymmetry in
the number oB°B° events, at the cost of a reasonable increase in the staltistior on-RE,

1+\z»:|2
Reference configuration with extendend likelihood
1-[e]?> _Red Im& I R
1+]e]2 12 lf\]e\? 1+Tes\? 1+\$£\? AF/F am
Mean residual | (0.2+2.9)-10 3 | (-1.0+0.6)-10° | (-02+14)-10° | (-11+34)-10* | (02+£23)-10° | (1.2+£35)-10%
RMS residual | (8.0+£0.2)-102 | (1.74+0.1)-10°2 (3.8+0.1)-10°2 (9.5+03)-10% | (6440.2)-102 | (9.7+0.3)-10°3
Av. error (Gauss) 71102 1.7-102 40-102 9.4.10°3 5.6-1072 95.10°3
Gauss. error cov,| (57.44+3.4)% (68.2+3.8)% (68.6+3.9)% (66.8+3.8)% (59.7+3.5% (66.4+3.8)%

Table 26: Summary of results for the reference configuratiable 13) from signal fits@G resolution
model,~ 60 fb~1) using the extended likelihood approach.

4.2 Standard full Monte Carlo

High statistics full Monte Carlo fits (signal+backgrounaith reference values (table 13) were also
performed to validate the fitting procedure, for both @@ and GExpresolution models. We used the set
anal 10h of ASCII files B° andB* cocktails for theBfay sample). The total statistics of reconstructed
events (after vertexing cuts: tag vertex convergenfe|< 20 ps,0(At) < 2.4 ps) for each sample is given
in table 27. It should be noted that the relative statistiogrg the samples as we have in the data was not
kept here, since our goal in this case was to validate the tfit maximum available statistics. Roughly, the
relative weight of theBcp sample with respect to thgf,, one in this check is about 2.5 times larger than
what we have in our current data.

Sample| Statistics (after vertexing cuts)
Btlav 160900
Bepke 30600
Bepxo 8700
B* 112800

Table 27: Full Monte Carlo statisticaifal 10h ASCII files) for each sample used in the fit procedure
validation. The generated values correspond to our refereanfiguration given in table 13.

The results of different fit configurations are given in tabB8 and 29 for the signal paramete®&G
andGExpresolution models respectively. The corresponding tdolethe parameters describing the back-
ground are 30 and 31. Table 32 gives the physics parametars drsimilar fit GG model) using the
(la/p|,A,z) formalism. The peaking background in these fits was assuméd 0. Asymmetric errors,
extremelly CPU consuming, were not switched on in theseFitgures 44 and 45 show the projections on
the At axis of the nominal CPT/CP/T fits for th#|ay, Bcpke and BCP o samples, for th&sExpresolution
model. The corresponding normalized residuals (defin ﬁerence between data and the fit projection
divided by the error) are shown in figures 46 and 47.
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Parameter| Bysjqy lifetime B* mixing Bfiav Mixing BrlavtBcpi BflavtBcp ‘ sin2B
- ; b - - - —0.003+£0.019 | 0.004+0.016 -
e - - 0.004-£ 0.006 0.002- 0.005 0.002-£ 0.005 —~
T - - - 0.350-+ 0.010 0.353+£0.009 | 0.354:0.009
TR - - —0.0009+0.0027 | —0.0008+0.0026 | —0.0005- 0.0025 —~
Ar /T - — 0.000-£ 0.043 —0.020+0.015 | —0.008+0.013 -
Am - 0 0.4778+£0.0034 | 0.47674+0.0033 | 0.4774+0.0033 | 0.4774+0.0033
T 1.5284+0.009 | 1.643+0.011 1.548 1.548 1.548 1.548
Score 1.163+0.023 1.09+0.04 1.164-+0.020 1.155:0.019 1.155+0.018 1.154+0.018
e —-0.078+£0.03 | —0.10+0.04 | -0.064+0.024 | —0.071+£0.022 | -0.070+£0.022 | —0.071+0.022
dkaon | —0.244+0.016 | —0.238+0.023 | —0.249+0.015 | -0.243+£0.014 | —0.244+0.014 | —0.245+0.014
NIl —0.153+0.03 | —0.137+0.04 —0.1440.03 —0.13£0.03 —0.134+0.03 —0.134+0.03
S —-0.200£0.022 | —0.22+£0.03 | -0.196+0.022 | -0.200£0.020 | —0.2054+0.020 | —0.20640.019
frai 0.058+0.010 0.07-+£0.03 0.047-+0.008 0.047-+0.008 0.047+£0.007 | 0.047+0.007
Sail 4.0+0.3 34405 3.83+0.24 3.78+0.22 3.79+0.21 3.78+0.21
Stail ~16+0.3 -0.8+£0.3 -18+0.3 -19+0.3 -1.9+0.3 -19+0.3
foutier | 0.0024+0.0007 | 0.000140.0006 | 0.0021+0.0006 | 0.0022+0.0005 | 0.0023+0.0005 | 0.0023+ 0.0005
w Pren - 0.0370+£0.0016 |  0.070+0.003 0.070+0.003 0.069+0.003 | 0.069+0.003
wkaon - 0.108740.0016 |  0.058+0.006 0.059+ 0.006 0.060+0.006 | 0.060+0.006
wh Tt - 0.165-0.004 0.185-£0.005 0.185-£0.005 0.185-£0.005 0.185-£0.005
wh T2 - 0.351+0.004 | 0.34840.004 0.349-+ 0.004 0.349+0.004 | 0.34940.004
wher - 0 0 0 0 0
SN - 0 0.139+0.009 0.138-+0.009 0.138+0.009 | 0.138+0.009
Nope - 0 0 0 0 0
Wilg5e - 0 0 0 0 0
Awfepton - —0.003+£0.003 | —0.007+£0.005 | —0.0054+0.005 | —0.006+0.005 | —0.006+0.005
Awkaon - —0.0094+0.003 | —0.016+0.004 | —0.013+0.004 | —0.01440.004 | —0.01440.003
AWNT? - 0.021+0.008 | 0.019+0.008 0.019+0.007 0.023+0.007 | 0.023+0.007
AWNT2 - 0.028+0.008 | -0.031+0.007 | —0.033+0.006 | —0.030+0.006 | —0.030+0.006

Table 28: Full Monte Carlo validation signal parameter ltss{@GG resolution model).



9.

Parameter| Byjyy lifetime B* mixing Btiay Mixing Bf|aV+BCPKg BtiavtBcp ‘ sin23
e o - - - —0.006+0.019 | 0.0017+0.016 -
e - - 0.003- 0.006 0.002- 0.005 0.001:+ 0.005 —~
e - - - 0.350-+ 0.010 0.353+£0.009 | 0.354:£0.009
a7 - - —0.0009+0.0027 | —0.00114-0.0026 | —0.0007-+0.0026 -
Ar/r - — —0.00+£0.10 —-0.019+0.016 | -0.007+0.013 -
Am - 0 0.4751+0.0034 | 0.474440.0033 | 0.4750+0.0032 | 0.4750+0.0032
T 1.546+0.009 | 1.662+0.010 1.548 1.548 1.548 1.548
S 1.092+ 0.021 1.06+0.03 1.099+ 0.017 1.089+0.015 1.087+0.015 1.087+0.015
ePten 21+04 1.4+05 21+04 21+0.3 22+0.3 22+0.3
TKaon 1.26+0.012 0.97+0.14 1.28+0.10 1.334+0.09 1.32+0.09 1.32+0.09
NT! 12404 19406 16403 1.84+0.3 1.840.3 1.840.3
NT2 1.70+0.15 1.014+0.21 1.69+0.15 1.65+0.14 1.67+0.14 1.67+0.13
f'EeXp;"” 0.083+0.020 0.10+0.05 0.071+0.017 0.071+0.016 0.071+0.016 0.071+0.016
fgdon 0.25+0.03 0.29-+ 0.04 0.249+0.023 0.241+0.019 0.243+0.018 | 0.244+0.018
fENQP 1 0.18+0.07 0.11+0.04 0.12+0.03 0.10-£0.03 0.106+0.024 | 0.10740.024
fR2 0.177+0.021 0.27-+0.06 0.172+0.021 0.177-+0.020 0.179+0.019 | 0.180+0.019
foutier | 0.0035:0.0007 | 0.003840.0006 | 0.0032+0.0006 | 0.0032+0.0005 | 0.0033+0.0005 | 0.0033+0.0005
wisPren — 0.0370+0.0016 | 0.072+0.003 0.071+0.003 0.071+0.003 | 0.071+0.003
wgaon - 0.1087-+£0.0016 |  0.059-+ 0.006 0.060-£ 0.006 0.060-£0.006 | 0.060-+0.006
wh T - 0.165+0.004 | 0.187+0.005 0.186-0.005 0.186+0.005 | 0.186+0.005
whT2 - 0.351+£0.004 | 0.349+0.004 0.349-+ 0.004 0.349+£0.004 | 0.349+0.004
wber - 0 0 0 0 0
Wi, - 0 0.139-£ 0.009 0.138-0.009 0.138+£0.009 | 0.138+0.009
Wil pe - 0 0 0 0 0
N - 0 0 0 0 0
Awfepton - —0.0034+0.003 | —0.006+0.005 | —0.006+0.005 | —0.00640.005 | —0.00640.005
Awkaon - —0.009+£0.003 | —0.016£0.004 | -0.014+0.004 | —0.014+0.004 | —0.01440.003
AWNT? - 0.021+£0.008 | 0.020-+0.008 0.019+0.007 0.023+0.007 | 0.023+0.007
AWNT2 - —0.028+£0.008 | —0.031£0.007 | —0.034+0.006 | —0.0304+0.006 | —0.03040.006

Table 29: Full Monte Carlo validation signal parameter lssi@GExpresolution model).
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Parameter Bslqy lifetime B* mixing Btiavy Mixing Bf|aV+BCPKg Bf1avtBcp ‘ sin23
foompten,, | 0-0000+£0.0013| 0.43+0.12 0.31+0.05 0.31+0.05 0.31+0.05 0.31+0.05
R tBriay 0.12+0.04 0.25+0.09 0.35+0.03 0.36+0.03 0.36+0.03 0.36+0.03
f YoM ptBriay 0.09+0.06 0.27+0.13 0.33+0.05 0.33+0.05 0.33+0.05 0.33+0.05
oo ptBia 0.19+0.05 0.32+0.10 0.42+0.05 0.43+0.05 0.43+0.05 0.43+0.05
Spack 1.4140.07 1.76+0.12 1.76+0.06 1.7840.06 1.7840.06 1.7840.06
back ~0.24+£0.03 | —0.32£0.07 | —0.25+0.03 | -0.24+0.03 | -024+003 | -0.24+0.03
foackoutier | 0.013+£0.004 | 0.011+0.009 | 0.006+0.003 | 0.00740.003 | 0.007-0.003 | 0.007-0.003
Wy brom o - 0.11+0.06 | 0.0000-+0.0002 | 0.0000+ 0.0002 | 0.0000+ 0.0002 | 0.0000+ 0.0002
Oilg_)rr(])mpt — 0.224+0.08 | 0.0000+ 0.0003 | 0.0000-0.0003 | 0.0000-+0.0003 | 0.0000-+ 0.0003
wy ]?rlompt — 0.304:0.18 | 0.0000-+ 0.0003 | 0.0000-0.0003 | 0.0000-+0.0003 | 0.0000-+ 0.0003
D paompt - 0.51+0.12 0.25+0.05 0.24+0.05 0.24+0.05 0.24+0.05
bomom prompt - 0.07+0.05 0.31+0.03 0.31+0.03 0.31+0.03 0.31+0.03
Ko prompt - 0.16+0.03 | 0.458+£0.023 | 0.460+0.022 | 0.4604+0.022 | 0.460+0.022
W5 non- prompt - 0.19+0.07 0.52+0.04 0.524+0.04 0.524+0.04 0.524+0.04
W5 non- prompt - 0.40-+0.06 0.51+0.04 0.514+0.04 0.514+0.04 0.514+0.04
Thon- prompt 1.41+0.04 1.574+0.14 1.6140.05 1.5940.05 1.5940.05 1.5940.05
Foromptg .o — - — 0.37+0.09 0.37+0.09 0.37+0.09

Table 30: Full Monte Carlo validation background paramegsults (G resolution model).
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Parameter Bslqy lifetime B* mixing Btiavy Mixing Bf|aV+BCPKSO BfiavtBcp ‘ sin23
fooomptB,, | 0-0000+£0.0006| 0.42+0.13 0.30+0.05 0.30+0.05 0.30+0.05 0.30+0.05
o ot Br1ay 0.124+0.04 0.22+0.10 0.37+0.03 0.37+0.03 0.37+0.03 0.37+0.03
forom ptBriay 0.07+0.06 0.30+0.15 0.33+0.05 0.33+0.05 0.34+0.05 0.34+0.05
f ot omptBria, 0.18+0.05 0.30+0.11 0.44+0.05 0.44+0.05 0.44+0.05 0.44+0.05
Spack 1.2840.08 1.714+0.13 1.64+0.06 1.66+0.06 1.66+0.06 1.66+0.06
Tr back 1.8+0.3 3.6+0.7 1.5+0.3 1.5+0.3 1.5+0.3 1.5+0.3
foackoutier | 0.012:£0.003 | 0.000040.0001| 0.005+0.003 | 0.006:£0.003 | 0.006+0.003 | 0.006-0.003
Wy oot — 0.11+0.07 | 0.0000+0.0002 | 0.0000-+0.0002 | 0.0000+ 0.0002 | 0.0000+ 0.0002
O?}Fggmpt - 0.23+0.10 | 0.0000-0.0003 | 0.0000-+ 0.0003 | 0.000040.0003 | 0.0000-= 0.0003
D ‘?rl‘)mp‘ - 0.34+0.20 | 0.0000-0.0003 | 0.0000-+ 0.0003 | 0.00004-0.0003 | 0.0000-= 0.0003
D prompt - 0.54+0.14 0.24+0.05 0.24+0.05 0.24+0.05 0.24+0.05
- - 0.06+0.05 0.31+0.03 0.31+0.03 0.31+0.03 0.31+0.03
Ko prompt - 0.16+0.03 0.466:+£0.024 | 0.469+0.024 | 0.469+0.024 | 0.469+0.024
W5 non- prompt - 0.17+0.08 0.52+0.04 0.52+0.04 0.52+0.04 0.524+0.04
W5 non- prompt - 0.39+0.07 0.52+0.04 0.53+0.04 0.53+0.04 0.53+0.04
Tron- prompt 1.3540.04 1.4040.11 1.5840.05 1.5740.05 1.5740.05 1.574+0.05
Foromptg .o - - — 0.37+0.09 0.37+0.09 0.37+0.09

Table 31: Full Monte Carlo validation background paramegsults GExpresolution model).



Fit starting from w and v* generated (A) and from zero (B)
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Figure 43: Comparison between the results obtained fitiegsame 60 fb' samples generated with large
BOBC differences in reconstruction and tagging efficiencies lange -2 1+|E2, using different starting points
for the corresponding parameters (see text for detailsg. ugiper left plot shows the correlation among the
fitted values ofAl' /T” from the two sets of starting points, while the upper rigtdvgs the distribution of the
differnce between the two fitted parameters. The lower @btsv the analogous for thé% parameter.

The cross correlation coefficients among all 6 fitted phypmameters in thée, ) formalism for the
GG andGExpmodels can be found in tables 33 and 34, respectively. Fof|tép |,A,z) formalism the
corresponding correlations are similar, and compatibkh #iose predicted by toy Monte Carlo exercises
(sections 4.1.5 and 4.1.9).

4.3 Non-standard full Monte Carlo

The general CPT/CP, CP/T models (includifify effects) in mixing and CP events have been imple-
mented and validated iBvt Gen [40]. They are briefly described below:

e VSS_BM XCPT: BrFr B1 B2 VSS_BMIX dm dgog absqop arggop absAf argAf absAbarf ar-
gAbarf absAfbar argAfbar absAbarfbar argAbarfbar rez imz This model is an extension of
the standard/SS_BM X model [40], the difference being only the CPT effects in mixias well as
possible double Cabbido supressed contributions and Gidtiain in the decay. The sign convention
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Figure 44:At projections of the nominal CPT/CP/T fit for (a) mix&8, (b) mixedB°, (c) unmixedB° and
(d) ubmixedB? events, for the different tagging categori€&Expmodel).
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Figure 45:At projections of the nominal CPT/CP/T fit for (B} B, (b) Bepke B, (c) Bepio B° and (d)
BCPKE B? events, for the different tagging categori€&Hxpmodel).
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Paramete] Bfjay mixing | Brjav*tBep

%Rez — 0.003+0.016
Imz —0.0041+0.006 | —0.010+0.005
% — 0.703+0.018

la/p| 1.002+0.005 1.001-+0.005

AT /T 0.000+£0.043 | —0.011+£0.013
Am 0.4778+0.0034 | 0.4771+0.0033
T 1.548 1.548

Table 32: Full Monte Carlo validation physics parameteuitssfor the(| q/p |,A,z) formalism GG reso-
lution model).

T Te? | TR | TR | e | AT/ | Am

L Rs 1 1000 |0.031]-0.004] -0.099| 0.197 | 0.014
g, 1.000| -0.125| 0.000 | -0.011| -0.022

1'%':‘2 1.000 | -0.003| -0.011| -0.085

%Ie:\z 1.000 | -0.192 | -0.006

AT /T 1.000 | 0.011

A 1.000

Table 33: Correlations among the 6 physics parameters éarefierence configuration with ti&G resolu-
tion function model.

for Al /T is 'L — I'y. Four combinations of parameters can be provided to the h{®@12,14).

e SSDCP: BrFr V S SVS_CP dm dgog absqop argqop absAf argAf absAbarf argAbarf ab-
sAfbar argAfbar absAbarfbar argAbarfbar rez imz This is un upgraded version of an already
existing model [40] (but not yet used in production), thdati#nce again being the CPT effects. As
above, the sign convention f&f /I" is ' —My. Theqg/p convention used here uses the light state,
which is opposite to the convention used in this documentis Triroduces a relativet phase in
arggop. Three combinations of parameters can be provided to theh(®d 2,14).

The implementation of the models (based on the amplitude)on@ss-validated with the calculations of
the time dependent intensities and their implementatioprbgucing standardSCl | files when running
t est Evt Gen and then fitting them to truth information. About 158k, Bcng andBgpyo €ach were
generated for several sets of parameters. The samples tedesgparately and all together, using the two
formalisms. In all cases the fit results reproduced the implies. As an example, table 35 reports the
results of the combined fit for a configuration with non-zeatues for all the parameters. Figure 48 shows
the corresponding generated and fitted time distributiowktiaeir residuals.
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Figure 48: Generated and fitted time distributions and thesiduals used for the validation of the
VSS_ BM XCPT and SSDCP models. Each generated sampBs 4y, Bcpxg and BCPKE) had about 150k

events.
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T Te? | TR | 1R | e | AT/ | Am

L Rs 1 1000 |0.029]-0.011-0.103] 0.205 | 0.017
Jn 1.000| -0.123 | -0.008 | -0.003| -0.019

1|+”|1:‘2 1.000 | -0.002 | -0.008 | -0.084

%Ie:\z 1.000 | -0.198 | -0.006

AT /T 1.000 | 0.016

A 1.000

Table 34: Correlations among the 6 physics parameters éarefierence configuration with ti&@Expreso-
lution function model.

Parametenl Generated valug Fit result
T8 (PS) 1.54774 1.5497+ 0.0024
Am(ps1) 0.472 0.4715+ 0.0011
AT /T 0.20 0.19794 0.0029
la/p| 1.05 1.0517+ 0.0022
%Rez 0.1428 0.13934 0.0024
% 0.70 0.70304 0.0026
Imz 0.05 0.04884- 0.0025

Table 35: Results from the combined fit vt Gen generated events. The input values provided to the
models aréAm=0.472 ps?, Al /I=0.20,| q/p |=1.05,arg(q/p) = —0.776565, Re=0.20 and Inz=0.05.

5 CPT, CP and T reach and sensitivity

5.1 Projections and sensitivity at low luminosity

In addition to the physics parameters configurations desdrin section 4.1, which results were sum-
marized in tables 14, 15, 16 and 17 and figure 30, we considexeithe following:

2
e reference wit 1}32%: 0.20;
e reference WitthTé\zz 0.05;

e reference withﬁ%z 0.05.

The average and RMS of the residual distribution as well astlerage Gaussian error and its coverage are
summarized in tables 36, 37 and 38.

5.2 High luminosity projections

Different values of integrated luminosity experimentsdnbeen considered in order to evaluate the error
behaviour and scaling as a function of the data sample sieecdfsidered for the reference configuration
two additional data sample integrated luminosity:

86



1-[e? Red
1+|g|2 1+]¢2
Ime

1+]¢2
(1.7£1.3)-10°3
(3.8+0.1)-10°2
39.102
(67.8+3.6)%

=0.2 configurationGG model
1-[g]®> Red
1+]e[2 11[g2
(—2.8+23)-10°3
(6.7+0.2)-1072
7.1-10°2
(7L5+£3.7)%

Ree
1t[e2
(—2.3+23)-10%
(6.9+02)-10°3
7.1-10°3
(69.0+3.6)%

Ar /T
(14+11)-10°°
(34+0.1)-10°2

34.10°2
(67.4+3.6)%

Am

(-1.8+29)-104
(8.8+0.2)-10°3
95.10°%
(71L4+3.7)%

Mean residual
RMS residual
Average error (Gauss)
Gaussian error coverage

Table 36: Summary of results for t ‘}2}2%:0.2 configuration from signal only fit€<3G resolution
model,~ 60 fb™1).

1'+”“£5‘2 =0.05 configurationGG model
1-le® Red Im3 Ime Ree
1+]e[2 1+]e2 1+]g2 1+]e2 1+]e2 Ar/r Am

Mean residual
RMS residual
Av. error (Gauss)
Gauss. error cov.

(42+26)-103
(7.2+0.2)-10°2
6.9-10°2
(65.7+3.8)%

(0.2+£6.0)-10%
(1.6+0.0)-10°2
1.7-10°2
(67.6+3.9)%

(—-11+14)-10°
(4.0+0.1)-10°2
4.0-10°2
(67.1+3.8)%

(-17+25).107%
(6.9+02)-10°3
7.1-10°3
(70.6+4.0)%

(0.0£22)-10° 3
(6.1+0.2)-1072
5.6-10°2
(625+3.7)%

(23+£33)-10%
(9.1+0.3)-10°3
95.10°8
(69.8+4.0)%

Table 37: Summary of results for tlﬁ%zzo.OS configuration from signal only fit&G resolution model,

~ 60 fb1).
Lﬁz =0.05 configurationGG model
1-|e> Red Ime Ree
1+[e[2 1+]e2 Life[2 1+e2 ar/r Am
Mean residual (16+25).103 | (-04+13)-10° | (05+24)-10* | (-1.8+£21)-10° | (1.3+32)-10%
RMS residual (7.5+£02)-102 | (40401)-102 | (7.0£02)-10% | (6.2+02)-102 | (9440.2)-10°3
Average error (Gauss) 6.8-10°2 39.10°2 7.0.10°8 5.4.10°2 95.10°2
Gaussian error coverage (610+3.4)% (68.6+3.6)% (683+3.6)% (59.1+3.3)% (67.8+3.6)%

Table 38: Summary of results for t@%zo.OS configuration from signal only fit&G resolution model,

~ 60 fb1).

Imd
1+]e)?

was fixed in these fits.

e 200 fb! (100 experiments);

e 400 fb! (100 experiments).

Table 39 shows the RMS of the residual distribution and trexaaye estimated (Gaussian) error on all the
physics parameters, comparing them to the low luminosify ft 1) projections. It can be seen that the
scaling of the error with 1,/N applies well. Let us note the 2% statistical precision cdngldeach with 400

fb~1 for AT /T.

5.3

Impact from an eventual improvedAt resolution

Here we plan to estimate the improvement in the statistical elue to an eventual improved resolu-
tion (betterAz algorithms, beam pipe reduction, additional and closer &yers).
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1-g? Red

Scaling of the error on physical parameters

1t]e2 1+]e[2 1I+n\132 lLrn\q:F %\%\2 ary/r Am
RMS residual
60 fb! (76+0.2)-1072 | (1.80+£0.05)-102 | (40+0.1)-102 | (7.0£0.2)-103 | (6.4+0.2)-102 | (9.2+0.2)-10°3
200 fbt (41+04).102 | (7.7+1.0)-10°% | (20+02)-102 | (434£05)-10°2 | (3.2+05)-102 | (6.5+0.6)-10°3
400 fpt (24+03)-102 | (6.6+0.9)-103 | (1.6+02)-102 | (25+0.3)-103 | (24+0.3)-102 | (28+0.3)-10°3
Average error
60 fb! 6.8-10°2 19.1072 4.0-10°2 7.0-10°3 5.3.10°2 95.10°3
200 fbt 4.0-10°2 85.10°3 21-10°2 40-10°3 32.10°2 52.10°3
400 fot 2.8-1072 6.0-10°3 15.1072 27-10°3 23-1072 36-10°3

Table 39: Summary of results for the error scaling with tHenence configuration, for 60-200-400th
6 Summary and conclusions

We have shown in this note that with the already availablgéssitss accumulated by thBABAR exper-
iment, an analysis probing simultaneous and consistee\CfAT/CP and CP/T discrete symmetries of the
effective Hamiltonian of evolution for tth system is feasible, and all that with independence of the van
ishingly small expected value &f". The analysis, which exploits the complete flavor-tag Anstructure of
theBY-B3 meson system, will help to disentangle whether the CP vilas due to T or CPT violation. The
number of theoretical inputs required are mininum if weriesto samples free of direct CP violation (both
flavor and CP specific). Nevertheless, the possible competntributions from direct CP violation and
double-Cabbibo supressed decays can be parameterizedcunded as systematic uncertainties. Effects
from non-vanishing values &I, the main competing source which can contribute producikeg effects
on the asymmetries, are parameterized and extracted simukly from the data, providing a robust and
precise measurement &f /T.

The study has been performed using two phase-conventi@pémient formalisms: the, d), similar
to that used in kaon system phenomenology, and(tlegp |,A,z). As expected, the conclusions of the
study are the same whatever approach is adopted. The pipgsameters to which the analysis is sensitive

1-le? R&d Imd Ree _Ime  iqn( 1-lEP Re\
are, for the formerlﬂs‘2 THe? THe’ T1eR’ THef S|gn(1+|£‘2 Al /T andAm, and for the Iatter,l)\| , Imz,
la/p

, % sign(Re\) AT /T andAm. The averagé; lifetime is kept fixed. The determination of all these
parameters is unbiassed and largely uncorrelated (feweamg}.cThe statistical reach for all the physics
parameters for an integrated luminosity~060 fo ! is:

scaling well according to the/1/N rule.
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Physics Parametdr Estimated statistical error; 60 fb "

(g,0) formalism

2
e 7.6x10°2
1'%@2 1.6x 1072
1["“;2 40x10°2
1_F§|jz 6.7x10°3

a/p|,A,z) formalism
R Rez 7.6x 102
Imz 16x 1072
o 8.0x 1072
la/p| 1.3x10°?
Common

AT /T 6.2x 1072
Am 9.3x10°°
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A Parameterization of direct CP effects in the(g, d) formalism

Possible direct CP violation iBcp processes implies that the final staBs have contributions from
both CP eigenstate$sB. (t)), as given in equation (27) (the one with the same CP eigeenaaid a small
contribution from the opposite one):

B (t)) = ﬁ 1B.(0) +EB_(1))
B () = ——[|B_(0)+&|B.(1)]) . (102)

VI+HEP
¢ is the complex valued parameter which parameterizes threeed CP violation in the decay.

Equations (102) can be worked out in the same way as it wasid@eetion 2.5 to obtain the coefficients
of the time dependent decay rate:

e CPtagX =B,_,Y =BY(B):

Ne = |1-8&&|°+|e1— &1z |* +52Ref(81— Ee182) (1— E¢h)]
N- = [&&a—e1g2[*+|E—e1 [ +52Re[(€ —&1)(E"e5 — £783)]
Ne = 2Re{(8e2—€182)(1—&"€3) + (§ —€a)(e] — Eenen)} +
s2Ref(8e2 —€182) (€1 — &7€1€5) + (§ —€1) (1 €¢3) }
Nm = —2Im{(Ee2—€1€2)(1—-&"3) + (§ —&1)(e] — E'€1er)} —
s2Im{(&ez — €182) (€1 — £7€1€5) + (§ —€1)(1 - &°€3)} (103)

e CPtagX =B;,,Y =BYBP):

Ny = |&e1—e& [P+ |E—& > +52Re[(E — &) (E7€] — €j€))]

N- = |1-&:[°+ | —Eer2|* +52Ref(e2 — Ee182) (1 &)

Nre = 2Re{(1—&&1)(8'e1—€185) + (e2—&€1€2) (8" — &)} +
s2Re{(1—&e1)(§" —€5) + (€2 — &e1€2)(§7€1 — €1€5) }

Nim = —2Im{(1—&e1)(&"e] —€1€3) + (€2 —&e1€2)(&" —€3)} —
s2Im{(1—&e1)(§" — &) + (82— &€1€2) (§€1 — €185) } - (104)

It is verified that in the limi, = O we recover equations (36) and (37).
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B BYBPreconstruction and tagging efficiency differences from tine-integrated
data in presence ofAl" and T/CP violation

As it was originally proposed in [32], the differences ingaw and reconstruction efficiencies can be
determined using time-integrated data. The method prabosants the numbers of events with the various
tagging categories and the events that are untagged in ghestatisticsBs oy Sample, and then they are
extrapolated to th8cp samples. This method does not spoil the statistical paatisinile the associated
systematic uncertainties will be under control.

Integrating over-o < At < +o0 equation (82) for the differer(iX,Y) configurations for flavor-to-flavor
transitions, we obtain:

FOBY,BY) = (1+V){(1+u")T%(1—w"—Aw/2)F (B, BY)+
(1— )T (W —Aw® /2)F (BY, BY) }
FOBY,BY) = (1—v){(1+p)T1—w" —Aw/2)F (BY,BY)+
(1— )T (W — AW /2)F (BY, BY) }
FOBOBY) = (L+v){(1— )T (1w + A /2)F (BD, BY)+
(14 )T (W +Aw* /2)F (BY, BY) }
FO(BRE)) = (1-v){(1—H)To(1— W+ aw /2)F (8P, B))+
(14 )T (W +Aw* /2)F (BY, BY) }
FO(BY,notag = (1+v){[1-T%1+p")]F(BY,BY)+
[1-T(1—p")]F(B,B))}
FO(BY,notag = (1-v){[1-T%1+p")]F(B,BY)+
[

1-T(1—u")F(BY,BY)} (105)

wherev, U andT® where defined in equations (78), (79), (80) and (81);R(Md,Y) = [T f(X,Y;At)dAt,
where f(X,Y;At) was given in equation (42). Only th& odd terms of (42) are relevant (the even terms
cancel out), therefor& (X,Y) dependends only oAm, Al" and %lf‘z. The above expressions have been
normalized for a reconstruction efficienBy= 1.

We form now combinations of the above quantities:

FG(B?’any tag = FG(BP’ Bto) + FG(B?’ Eto) =
(1+V)T[(1+)F (B, BY) + (1— p*)F (B, BY)] (106)

FO(BY,anytag = F%(BY,B))+F%(B,B) =

(1—v)T[(1+p)F (B, BY) + (1— u*)F (B, BY)] (107)
FOBY) = F%B% notag +F%BP anytag =
(1+v) [F(BY,BY) + F(BY,BY)] (108)
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FOB% = F%BY notag+F%BL anytag =
(1-v) [F(BP,BY) +F(B,B)] (109)
or equivalently,
x = (1+v)T[(1+p")a+ (1-p)b] (110)
y = Q=T[4+ F)c+ (1— 1) (112)
z = (14v)(a+b) (112)
w = (1-v)(c+d) (113)

where

a= F(BrO’BtO) , b= F(B?’Eto) , C= F(EEJ’BIO) , d= F(Eg’gto)
x=F%B,anytag , y=F%B,anytag , z=F%(B}), w=F%(B})

Equations (110), (111), (112) and (113) can be worked oubtaioT®, u® andv:

a 1 x(c—d)(1-v)—y(a—b)(1+v)
™ = 1-v2 2b(c—d) (114)

a 1 X
W = Ta@—p) {1+v_(a+b)} (115)

_z—w—(a+b-c—d)
Vo= a+b+c+d (116)

These expressions are also valid when&heessolution is considered.
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C The CPT/CP/T/Mixing Toy Monte Carlo generator

Toy Monte Carlo events are extensively used in this work lalage the fitting strategy, to study the
behaviour of the different parameters (physics, resatufimction, mistags and background parameters)
and to estimate the physics reach and sensitivity. The garteevents are used as input to the fitter in the
same way as when using full Monte Carlo events and in a futaed data events. The generation and fitting
procedures can be done in a single step or separately viadbagtion ofASCI | files in standard format.
The generator has been extensively tests. Among many adiidation checks, we generated very high
statistics samples and then we compared to the truth valoebdth, time integrated and time dependent
quantities).

C.1 General description

Each generated event is characterized by the followingstem

=

. error onAt, o(At);
2. tagging category;

3. reconstructed beam-energy-substituted nrags)for Bsjay andBcng samples, andE for theBCPKB
sample;

4. reco Biay samples only) and tagging si@8-B° flavors;

5. At.

The generation of the previous quantities considers thewWolg effects:

signal or background (prompt, non-prompt, peaking,..engv

mistag ratesB°B° differences in the mistags and linear correlation betwberaverage mistag frac-
tions ando(At);

BOBY differences in the reconstructioB ., samples only) and tagging efficiencies;

At dependence according to the theoretical time distribution

At smearing using &G or GExpresolution model.

The generation of the(At) distribution is performed using tHeUNL UX subroutine of the CERN library,
which generates random numbers according to a given namdadistributionf(x). This distribution is
taken as a Crystall Ball shape, and the parameters are tudai unbinned likelihood fit to the(At)
distributions of the fulBtiay, Bcpio @andBepye Monte Carlo samples (figure 11). The soubroufitéNL UX
finds the desired random number by calliRGNLUX( V115) and uses a 4-point interpolation algorithm
to transform the uniform random number to the distributipedfied. RANLUX generates pseudorandom
numbers uniformily in the interval0, 1) with a period of the sequence greater thak®10A 32-bit integer
provides initialization of the sequence, which guaranstasistical independence and reproducibility of the
different experiments.
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C.2 Generation of time-integrated rates

The generation of 2, 3 and 4 is the most delicate part of thegohare. The complication arises due to the
interplay between the time integrated theoretical rategifg, CPT/CP/T violation and\l") and detector
effects (reconstruction and tagging efficienciB®° differences in reconstruction and tagging efficiencies,
mistag fractions and°B° differences in the mistags, background levels, taggingffiziencies,...). All
these effects together determine the rates of eventsgatlithe various event categories (tagging categories,
BYB? tagged, mixed/unmixed, right/wrong tag, untagged) andrigg/AE value. This implies that 2,3 and
4 have to be generated in a single shot, as described below.

Candidatames (AE) values for all tagging categories, according to the taggtegory dependentsg
(AE) distributions, are first generated using an acceptaneetien method based on tfRANLUX subrou-
tine. The candidatengs (AE), for each tagging category, is then used to calculate tieakiprobability,
pgig(mES). The calculated signal probability together with the baokgd fractions,fg and flg‘eak-see egua-
tion (94)-, are then used to generate the signal/backgroamponent candidate, for each tagging category
separately. Let us note here that

(1— fpea PSig(Mes) + fpeaSig(Mes) + H (1— Pig(mes)) fg = 1 (117)
B

The tagging category in wich the event will fall in will be deed later.

Time-integrated rates for each tagging category are thkxlaged for all signal/background compo-
nents using equations (105) B¢, samples. In the case of CP events, the corresponding tiregrated
expressions read

FUBY) = (Q+p)TH(L-w—Aw'/2)F (B)) + (1 - W) T (W — Al /2) BY)
FUBY) = (Q-p)TU(L-w'+Aw"/2)F (B)) + (1+ 1K) T (W +Aw /2)F (BY)
Fé(notag = [1-T(1+M"]F(BY)+[1-T(1-u)]F(RY) (118)

All rates together verify
> {FO(BP,BY) + F*(BP, BY) + F*(B,BY) + F*(B?, B))+
a
FeB% notag +F*(BY,notag} = 1 (119)
and

> {FUBY) +F(B)) +F%(notag} = 1 (120)

Let us stress the fact that these rates account for tagdilegeaties,B°B° differences in reconstruction
and tagging efficiencies arB°B° differences in the mistag fractions. Is here were the mi¥iigand
CPT/CP/T violating effects in time integrated rates enterSplitting each equation in (105) and (118) into
the two parts on the right hand side, we can also calculatdirtteeintegrated rates of right and wrongly
tagged events, for each tagging category and signal/bagkdrcomponent.

To define the final boundaries of the event categories, r&6& and (118) are multiplied by the compo-
nent (signal/background) probabilitie — & k)p‘s"i(‘jj(mEs)FO‘(X,Y) forsignal,fpeakpgig(mEs)F“(X,Y) for

peal

94



peaking background and — pgig(mEs))nga(X,Y) for combinatorial background components. Summed
over all components and tagging categories, it can be \ettifigt the total rate is consistently normalized to
1.

In this way, we have defined a total biff x Nc x Ng event categories, wheldr = 4 is the number
of tagging categoried\c the number of components (signal+background) iads 10 for B¢jay samples
(mixed BY right tag, unmixed3? right tag, mixeds{ right tag, unmixeds? right tag, mixedB? wrong tag,
unmixedB? wrong tag, mixed3? wrong tag, unmixed® wrong tag, untagges?, untagged?) and 5 for
Bcp samples B right tag, B right tag, BY wrong tag,BP wrong tag, untagged). Summation over all the
Nt x Nc X Ng event categories is again 1, and with their boundaries thergéor decides the event class for
the current event.

C.3 Time-dependence generation and smearing

Once it has been decided the event category, the time depemdan be generated unambiguously. To
do so, the theoretical dependence is generated first, usn@DF (42). Again, an acceptance/rejection
method based oRANLUX is used here. When deciding ti¢ limits, special attention has to be put to
insure that the limits are well beyond the region with nogliggble contribution from the theoretical distri-
bution and resolution function, otherwise the generatsttidution would be truncated, causing undesirable
effects in the fitting procedure. The value used through shisly has beer-40 ps. TheAt smearing is
performed in a similar way, using as PDF the equations (88) (&), for theGG and GExp resolution
models, respectively. Presdkitsmearing limits are als&40 ps.
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