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Abstract
The partial decay width of the Z to bb quark pairs has been measured by the
DELPHI detector at LEP using data taken with the upgraded microvertex detector
installed in spring 1994. B-hadrons, containing b-quarks, were tagged by several
methods using either tracks with large impact parameters to the primary vertex
complemented by event shape variables or reconstructed inclusive secondary ver-
tices.
Combining these methods in a Multivariate Analysis the value:

L'yp _
T = 0.21660 + 0.00082(stat.) + 0.00088(syst.)
had

was found, where the ¢¢ production fraction was fixed to its Standard Model value.
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1 Introduction

The relative decay width of the Z into B-hadrons, R = F—l:f;, has been measured with very
high precision at LEP and SLD [1, 2, 3, 4, 5, 6]. Experimentally, R} can be obtained with
only very small corrections from the ratio of cross-sections R, = o(ete™ — bb)/o(ete™ —
hadrons). The average value of R [7] disagrees by about two standard deviations with the
prediction of the Standard Model. To resolve the question of whether this deviation is real,
new analyses including more data are needed. This paper presents three measurements
of R, using about 2.1 million hadronic events taken in 1994 and 1995 with the DELPHI
detector at LEP.

All three analyses compare single and double tag rates, from which R;, can be measured
together with the b-tagging efficiency. Systematic errors due to the charm background
and to hemisphere correlations have been considerably reduced with respect to previ-
ous analyses [3] using new variables to identify the b-quarks and different algorithms to
reconstruct the primary vertex.

The data collected in 1994 and 1995 have been reprocessed with a new reconstruction
program that greatly enhances the tracking efficiency and resolution with respect to the
previous one. The data from earlier years (1991-1993) are still under reprocessing, and
so are not included in the current results.

2 The DELPHI Detector

The DELPHI detector and its performance have been described in detail elsewhere [8, 9.
Only the details most relevant to this analysis are mentioned here and particular care is
given to the new microvertex detector, installed in spring 1994, that allowed high values
of purity and efficiency in the identification of the b quarks to be reached.

In the barrel region, the charged particle tracks are measured by a set of cylindrical
tracking detectors whose axes are parallel to the 1.2T solenoidal magnetic field and to
the beam direction.

The innermost one is the microvertex detector (VD), which is located between the
LEP beam pipe and the Inner Detector (ID) [10, 11]. To increase the performance of the
detector in tracking and especially in the identification of B-hadrons, in 1994 the DELPHI
VD [10] was upgraded to become a three-dimensional detector [11]. It consists of three
concentric layers of silicon microstrip detectors at radii of 6.3, 9 and 11 cm from the beam
line, respectively called the closer, inner and outer layers. The microstrip detectors of the
closer and outer layers provide hits in both the R¢ and the Rz planes, while for the inner
layer only the R¢ coordinate is measured. For polar angles of 44° < # < 136° a track
crosses all three silicon layers of the VD. The closer layer covers the polar region between
25° and 155°.

The measured intrinsic resolution is about 8 um for the R¢ coordinate, while for Rz
it depends on the incident polar angle of the track and reaches about 9 um for tracks
perpendicular to the modules. For charged tracks with hits in all three R¢ VD layers the
impact parameter resolution is o3, = ((61/(Psin®*?6))? + 20?)um? and for tracks with
hits in both Rz layers and with § ~ 90°, 0%, = ((67/(Psin®?2#))? + 33%)um?.

The time projection chamber (TPC) is the main tracking device and is a cylinder with
a length of 3m, an inner radius of 30cm and an outer radius of 122cm. Between polar



angles, #, of 39° and 141° with respect to the beam direction, tracks are reconstructed
using up to 16 space points. Outside this region (21° to 39° and 141° to 159°), tracks can
be reconstructed using at least 4 space points.

Additional precise R¢ measurements, in the plane perpendicular to the magnetic field,
are provided at larger and smaller radii by the Outer and Inner detectors respectively.
The Outer Detector (OD) has five layers of drift cells at radii between 198 and 206 cm
and covers polar angles from 42° to 138°. The Inner Detector (ID) is a cylindrical drift
chamber having inner radius of 12c¢m and outer radius of 28 cm and covers polar angles
between 29° and 151°. It contains a jet chamber section providing 24 R¢ coordinates,
surrounded by five layers of proportional chambers giving both R¢ and longitudinal z
coordinates.

The barrel electromagnetic calorimeter (HPC) covers polar angles between 42° and
138°. Tt is a gas-sampling device which provides complete three-dimensional charge infor-
mation in the same way as a time projection chamber. The excellent granularity allows
good separation between close particles in three dimensions and hence good electron iden-
tification even inside jets.

In the forward region the tracking is complemented by two sets of planar drift chambers
(FCA and FCB), at distances of 165 cm and £275 cm from the interaction point. A lead
glass calorimeter (EMF) is used to reconstruct electromagnetic energy in the forward
region.

Muon identification in the barrel region is based on a set of muon chambers (MUB),
covering polar angles between 53° and 127°. In the forward region the muon identification
is done using two sets of planar drift chambers (MUF) covering the angular region between
11° and 45°.

3 Event Selection

The criteria to select charged tracks and to identify hadronic Z decays were identical to
those described in [3]. Charged particles were accepted if:

e their polar angle was between 20° and 160°,
e their track length was larger than 30 cm,

e their impact parameter relative to the interaction point was less than 2.5cm in
the plane perpendicular to the beam direction and less than 10 cm along the beam
direction,

e their momentum was larger than 200 MeV /¢ with relative error less than 100%.

Neutral particles detected in the HPC were required to have measured energy larger
than 700 MeV and those detected in the EMF greater than 400 MeV.
Events were then selected by requiring:

e at least 6 reconstructed charged particles,

e the summed energy of the charged particles had to be larger than 15% of the centre of
mass energy, with at least 3% of it in each of the forward and backward hemispheres
with respect to the beam axis.



The efficiency to find hadronic Z decays with these cuts was about 95% (94%) for the
1994 (1995) data sample with only a very small bias towards a specific flavour, and all
backgrounds were below 0.1%.

About 1400000 hadronic Z decays were selected from the 1994 data sample and 700000
from 1995. The ratio of the cross-section Z — bb to the total hadronic cross-section varies
very little at centre of mass energies close to the Z mass. Thus no selection on the centre
of mass energy was made in 1995. However the validity of this assumption has been tested
in [3] and in section 5. A sample about twice the data statistics of Z — ¢¢ events was
simulated using the Lund parton shower Monte Carlo JETSET 7.3 [12] (with parameters
optimized by DELPHI) and the DELPHI detector simulation [9]. In addition dedicated
samples of Z — bb events were generated. The simulated events were passed through the
same analysis chain as the real ones.

4 The Combined Impact Parameter Analysis

4.1 The method

Events are divided into hemispheres using the plane perpendicular to the thrust axis. If
Ry is the fraction of hemispheres tagged as b and Rpg is the fraction of events in which
both hemispheres are tagged, R, can be extracted by comparison of the single and double
tag rates:

RH = Rb'€b+Rc'ec+(1_Rb_Rc)'Guds (1)
R = Rb-eg-(1+p)+Rc-63+(1—Rb—RC)-eids,

where ¢, is the efficiency to tag a hemisphere originating from a primary quark ¢ (=b, c,
uds) and the coefficient p accounts for hemisphere correlations in the tagging efficiencies
for b-quarks. For the other quark species these correlation factors can safely be neglected
due to the very high b purity reached. If p, €. and €,4, are calculated from the simulation
and R, is imposed from other measurements or from the Standard Model, R, and ¢, can
be measured simultaneously from the data. A good knowledge of the details of B-hadron
decays is thus not required.

A new b-tagging algorithm was used. The main ingredient was the measurement of the
track impact parameters. However it was complemented by additional information like
the invariant mass and the energy of particles fitted to a secondary vertex. Where to cut
in this variable is arbitrary and the cut chosen for the results was that which minimized
the total error. Results are given as a function of the b purity and b efficiency of the data
sample.

The two contributions to the systematic error are the background efficiencies and
the hemisphere correlation coefficient p. The former can be substantially reduced using
the purer tag. The second source is the correlation between the two hemispheres in the
event. From the previous analysis [3], it was estimated that the major contribution to
this came from the common primary vertex. The correlation can be substantially reduced
whenever a separate primary vertex is computed for each hemisphere (first used in [3]).
The remaining correlation is discussed in section 4.4.

As the VD is essential for the measurement of the impact parameters in both the R¢
and the Rz planes, the method was limited to events that have most of the tracks inside
the acceptance of the VD. For this reason a cut of | cos 45| < 0.65 was applied.
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For the extraction of R, with such a method, a good description of the data by the
simulation for the udsc-quarks is required. For this reason a fine tuning of the R¢ and Rz
impact parameter distributions in the simulation was developed and applied [13]. This led
to substantially smaller uncertainties due to the understanding of the detector resolution.

4.2 Tagging technique

B-hadrons are significantly different from all other particles. They have a large mass, a
long lifetime and a high decay multiplicity, they take more energy than light hadrons from
the initial quark, etc. However in previous DELPHI measurements of R;, only their long
lifetime and the high decay multiplicity were used for the tagging [3]. In this paper we
describe a method of b-tagging which combines all these differences of the B-hadron with
respect to other particles into a single variable. This method has a strong mathematical
background which guarantees the optimal way of combination in the case of uncorrelated
discriminating variables. Application of this method gives a significant improvement of
the b-tagging efficiency with respect to the lifetime tag used previously.

In this method which is described in detail in [14] all discriminating variables are
defined for jets (using JADE with 1,,;,=0.01) with reconstructed secondary vertices. The
jets without reconstructed secondary vertices are not considered. Such a condition allows
the properties specific to B-hadrons to be used for the tagging and allows the separation of
their decay products from the particles coming from b-quark hadronization. In addition,
the requirement of jets with reconstructed secondary vertices is a good selection by itself
as it removes a significant part of the background. The purity of B-hadrons in jets with
secondary vertices is about 85% with a selection efficiency of almost 50%.

The reconstructed secondary vertex is required to contain at least 2 tracks not com-
patible with the primary vertex and to have L/o > 4, where L is the distance from the
primary to the secondary vertex and oy, is its error. Each track included in the secondary
vertex should have at least one measurement in the VD and at least 2 tracks should have
measurements in both the R — ¢ and the R — z planes of the VD.

The description of the discriminating variables is as follows.

The jet lifetime probability, Pj+, is constructed from the positively signed impact
parameters of the tracks included in a jet and corresponds to the probability of a given
group of tracks being compatible with the primary vertex [15, 16]. For jets with B-
hadrons, this probability is very small due to the significant impact parameters of tracks
from B-decays. However, jets with c-quarks can also have low values of Pj+ because of
the non-zero lifetime of D-mesons, which limits the performance of the lifetime tag. The
distribution of —log,o(P;") for different quark flavours is shown in figure 1a.

The distribution of the effective mass of particles included in the secondary
vertex, M, is shown in figure 1b. The mass of the secondary vertex for c-jets is limited
by the mass of D-mesons and above M, = 1.8 GeV/c? the number of vertices in c-jets
decreases sharply, while that in b-jets extends up to 5 GeV/c?.

The distribution of the rapidity of tracks included in the secondary vertex
with respect to the jet direction, R', is shown in figure 1c. Although a B-hadron
has on average higher energy than a D-meson from a c-jet, the rapidity of particles from
a B-decay is on average less than that from a c-quark decay. This is explained by the
higher mass of the B-hadron and the larger multiplicity of its decays. The secondary
vertices in light quark jets are induced mainly by wrongly measured tracks. The wrong



measurements occur due to multiple scattering in the detector, interaction in the material,
etc so that tracks included in the secondary vertices of light quark jets are usually soft
and their rapidity distribution is shifted to lower values.

The distribution of the fraction of the charged energy of a jet included in the
secondary vertex, X for different quark types is shown in figure 1d. In the case of
B-hadrons, when almost all particles included in the secondary vertex come from the B-
decay, the distribution of X" is determined by the fragmentation function f(b — B). The
same is valid for c-quark jets where the distribution of X¢" is determined by f(c — D),
which is softer than f(b — B). In light quark jets, the energy of the secondary vertex is
much less than that in b-quark jets, as explained above.

009 | 0.12
0.08 |- a
- . 0.1
007 -+ -light quark
= O -cquark
0.06 ? . -b quark 0.08
005 [
- 0.06
004 [
003 F 0.04
002 F
- 0.02
0.01
O - T eetrreissearovaoberl O
0 25 5 75 10 125
.
-log,,P;j M,
r 0025
0.03 1 c 00225 |- d
0.025 - 0.0
- 00175 [
0015 | 0.0125 |-
- 001 |-
001 |~ 0.0075 [
0005 |- 0005 |-
' - 0.0025 [
07 0 = ‘\\\‘\\\‘\\\‘\\\
o 1 2 3 4 5 0O 02 04 06 08 1
tr ch
RS XS

Figure 1: Distributions of discriminating variables used in the tagging.



For the combination of discriminating variables we define the following quantity:

_ [ (i) fi (i) _ c q
v=n-l i(xi)Jrnq'Hfib(:r:i)_nC.HyiJrnq'Hy“ )
where n., n, is the normalized number of jets with a reconstructed secondary vertex in cc
and qq events respectively (n.+n, = 1) and f¥(z;), ff(x;), f(x;) are probability density
functions of the variable z; in uds-, c- and b-quark jets.

The products in (2) run over all tagging variables of a given jet. The variable R
is defined for each particle included in the secondary vertex and so the corresponding
ratio of probabilities for each particle enters in equation (2). For the transformations
yi(zs) = fo(z)/ () and yl(z;) = fi(x;)/f2(x;) we use smooth functions which are
obtained from a fit of the ratios of corresponding distributions. The jet is tagged as
containing a b-quark if y < yo, where the value 3, can be varied to select the desired
purity or efficiency of tagging.

Figure 2 shows the tagging efficiency versus purity of the selected sample for different
combinations of discriminating variables. It can be seen that the addition of each new
variable improves the tagging performance.

The combined tagging in comparison with the simple lifetime tag PjJr suppresses the
content of background by more than 3 times for a b-tagging efficiency of 30% and about
6 times for a b-tagging efficiency of 20%. A very pure b sample with purity more than
99.5% can be obtained with the sizable b-efficiency 20%.

All distributions for this tagging method are taken from simulation, so that a check of
their agreement with data is important for its successful application. For a measurement of
Ry, only the agreement of background distributions should be verified since the efficiency
of b-quark tagging is taken from data.

The high purity of the tagged sample allows the extraction from data of the distri-
butions of the discriminating variables for background and the comparison of them with
those used in the simulation. B-hadrons in one hemisphere are tagged with a high purity
of about 99% to give a clean and almost uncontaminated sample of B-hadrons in the op-
posite hemisphere. The distributions of the discriminating variables in such hemispheres
can be subtracted after appropriate normalization from the corresponding distributions
in the untagged sample of jets with secondary vertices. These contain large contamina-
tion from other quark flavours and thus the distributions of discriminating variables for
background can be obtained.

The comparison of these distributions in data and in simulation is shown in figure 3.
Good agreement in the background description for all variables used in the tagging can
be seen. Finally, figure 4 shows the comparison of distributions of the combined tagging
variable — log,, y, where y is defined by (2).

4.3 Light quark efficiencies

The analysis was performed at many different values of the b efficiency and b purity. The
minimum total error in the 1994 data analysis was obtained for ¢, = 32.4%, i.e. for a cut
on the variable —log,, vy > 1.

At this chosen working point the tagging efficiencies for uds and ¢ quarks were esti-
mated using the simulation to be

€uds = 0.00063 £ 0.00013 (3)
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Figure 2: b-tagging efficiency versus purity of selected sample of jets with reconstructed
secondary vertices for different compositions of discriminating variables.
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€. = 0.00590 £ 0.00048.

The breakdown of the errors is given in table 1. For all physics assumptions the recom-
mendations of the LEPHF group [17] have been followed.

To estimate the uncertainty on €,4, and €, due to detector effects four tests were carried
out.

e To estimate the effect of the resolution, the simulation was rerun with a tuning
[13] that described the data much worse than the default one (about 4% relative
difference in the light and charm quark efficiencies).

e Another test for the effect of the detector resolution for ¢, was to use the calibration
file for data in the simulation. For €. this method was preferred since it directly tests
the difference between the data and the simulation used. However it gave results
consistent with the other method. For ¢,4 it cannot be used, as it artificially
modifies the tagging rate due to statistical fluctuations.

e To estimate the effect of correlations between tracks included in the probability
calculation, the difference in tagging rate between data and simulation using tracks
with negative impact parameters was taken as the uncertainty on €,4;.

e The track efficiency in the simulation was varied by the amount of the residual
difference between the data and the Monte Carlo.

The errors obtained with the first, third and fourth tests were added in quadrature to
obtain the final detector uncertainty on €,4,. For €. only the second and fourth tests were
used.

4.4 Hemisphere correlations

In the extraction of Ry, one has to correct for the fact that the two hemispheres in an
event are not completely uncorrelated. Due to the high purity, this effect can safely be

neglected for non-b events. For b events a correlation coefficient for the 1994 data analysis
(D

p = L= — 1 was introduced which was estimated from the simulation to be
b

p = 0.0106 + 0.0030 (4)

at the chosen working point of —log;qy > 1.
Two main effects are responsible for p not being equal to zero.

e Angular effects: the particles in an event are typically nearly back to back. This
leads to a positive correlation due to the polar angle. The multiple scattering
contribution to the VD resolution increases with decreasing polar angle and close
to the end of the VD some tracks get lost outside its acceptance. There are also
some minor effects connected with the azimuthal angle. Due to the flatness of the
beamspot at LEP the resolution is better for horizontal than for vertical jets and due
to inefficient or badly aligned modules the detector is not completely homogeneous.
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Source of systematics Range A€yas X 10° | Ae, x 10
MC statistics +2.3 +1.1
Detector resolution +3.3 +1.3
Detector efficiency +1.0 +0.8
K° Tuned JETSET+10% +0.8

Hyperons Tuned JETSET+10% +0.1

Photon conversions +50% +0.4

Gluon splitting g — bb (0.31 +0.11)%! +10.9 +1.2
Gluon splitting g — c¢ (2.38 £ 0.48)%! +2.7 +0.3
D fraction in cc events 0.223 + 0.028" +1.8
D fraction in c¢ events 0.102 + 0.037" 70.5
c-bar. fraction in cC events 0.065 + 0.029' F1.3
D decay multiplicity see [17] +1.3
BR(D — K°X) 0.46 + 0.06 £3.0
DO lifetime 0.415 £ 0.004 ps +0.3
D™ lifetime 1.057 £ 0.015 ps +0.4
Dy lifetime 0.447 £+ 0.017 ps +0.2
A, lifetime 0.206 + 0.012 ps +0.0
(zp(c)) 0.484 + 0.008 +0.5
Total +13.2 +4.8

Table 1: Systematic errors on the light and charm quark efficiencies.
L. Correlation between these sources are taken into account
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e QCD effects: the b-tagging efficiency rises with the momentum of the B-hadrons.
Gluons emitted at large angles with respect to the quarks affect the energy of both
quarks, leading to a positive correlation. In about 2% of the events both b quarks
are boosted into the same hemisphere, recoiling against a hard gluon. This leads to
a negative correlation.

To obtain the systematic error on the correlation estimate from the simulation, the
fraction of tagged events was measured as a function of the relevant variable both in data
and in simulation. From this, the correlation due to that single variable was calculated.
This procedure uses the fact that the value of the test variable is correlated between the
hemispheres, e.g. if one hemisphere has a cosine of its polar angle at z the other one
has it at —z. The larger of either a) the difference between the data and simulation
measurements or b) the statistical error on this difference was taken as the error estimate
for this correlation source. For the angular variables all events have been used. Due to the
high purity of the tag and because the initial angular distributions are identical for b and
light quark events no bias was introduced. It was, however, verified that the conclusions
did not change if a b-tag was required in the hemisphere opposite to the tested one.

To test the correlation due to QCD effects, all events were forced to three jets and the
jet momenta were recalculated using energy-momentum conservation. The momentum of
the fastest jet (pje;) was then defined as the test variable with the convention that it was
counted positive in the one-jet hemisphere and negative in the two-jet hemisphere. Since
the pj; distribution is different for b and udsc events, a b-tag was required in the opposite
hemisphere to avoid an artificial bias. As an additional complication, the two sources for
QCD correlations act differently on the pj., distribution. If the two b quarks are one in
each hemisphere, the one-jet hemisphere represents the faster and thus better tagged b.
If the two b quarks are boosted into the same hemisphere, the one-jet side contains only
a gluon. For that reason the one-jet hemisphere was only used if it passed a soft b-tag.
On the two-jet side, a soft b-tag cannot be applied since this changes drastically the ratio
of events with a fast b and a soft gluon and vice versa.

Figure 5 shows the correlations obtained with this procedure in data and simulation.
Also shown is the correlation obtained from an unbiased sample of bb events without events
that have both b quarks in one hemisphere. The systematic error induced by events with
both b quarks in one hemisphere was tested by varying their amount in simulation by
30%.

Some additional physics systematics like B-lifetimes, decay multiplicities and fragmen-
tation were also tested by reweighting the simulation. The B hadron decay multiplicity
was recently measured [18] and found to be consistent with the simulation input value.
Consequently the simulation was not reweighted for this. To be conservative the error on
this value was taken from [17]. However due to the use of separate hemisphere primary
vertices, the effects of these additional physics systematics were found to be extremely
small. The uncertainties on p are summarized in table 2.

4.5 Results

1352913 hadronic Z decays were selected in 1994, of which 818639 passed the | cos Oyrust]
cut. Of these, 118192 single hemispheres were tagged and 18996 events were double tagged
for —log,qy > 1. The bias towards b events in the event selection was found to be small,
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Figure 5: Hemisphere correlation due to gluon radiation as a function of the b-tagging
efficiency. The closed and open circles show data and simulation respectively, selected as
described in the text. The open triangles show an unbiased sample of simulated bb events
without events that have two b quarks in one hemisphere.

Source of systematics Range | Ap x 103
MC statistics +2.3
angular effects +1.2
gluon radiation +1.0
2 b quarks in one hemisphere | +£30% +0.3
B decay multiplicity +1.0
B lifetimes +0.2
B fragmentation +0.1
total +3.0

Table 2: Systematic errors on hemisphere correlations.
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(1.60 +0.14) - 1073, and was corrected for. Using the above values of the efficiencies and
the correlation, with their errors, the measured value of Ry is:

Ry, = 0.21697 £ 0.00119(stat.) £+ 0.00096(syst.) — 0.033 x (R, — 0.172). (5)
Correcting for photon exchange yields:
R) = 0.21717 4 0.00119(stat.) & 0.00096(syst.) — 0.033 x (R, — 0.172). (6)

The b hemisphere tagging efficiency was found to be ¢, = 0.3243+0.0018, compared to
es(MC') = 0.314 obtained from the simulation. In figure 6 the ratio of b-tagging efficiency
in real data and in simulation is given as a function of the b efficiency. The real data were
about 3% more efficient than simulation.
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Figure 6: The ratio of the b efficiency ¢, measured in 1994 real data and that taken from
the simulation as a function of the b efficiency.

The breakdown of the error for the chosen cut on y is given in table 3.

As a cross-check of this measurement, a comparison of R, as a function of the b
efficiency is given in figure 7. The measured value of Ry is stable over a wide range of b
purities and therefore of the efficiencies and of the correlation.

5 Energy Dependence

In 1995, data were taken at three different centre of mass energies (y/s =
89.44, 91.28, 92.97 GeV). As photon exchange and v — Z interference are strongly sup-
pressed at energies close to the Z resonance, Ry(y/s) is predicted to be almost constant
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Error Source AR, x 10°
Statistical error +1.19
Light quark efficiency +0.50
Charm efficiency +0.50
Correlation +0.41
MC statistics +0.51
Acceptance bias +0.14
Total +1.54

Table 3: Sources of errors for the measurement of R,.
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Figure 7: The value of R, with its total error as a function of the b efficiency for 1994 data.
The horizontal line corresponds to the value measured at the reference point, — log,, v > 1,
that corresponds to €, = 32.46%.
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in the Standard Model. However, if R, is affected by the interference of the Z with a Z’
almost degenerate in mass, as suggested by Caravaglios and Ross [24], some energy de-
pendence can be expected if the mass and width of the Z’ are not exactly equal to those
of the Z. Since the b-tagging efficiency varies only very little within the energy range
considered here, no complicated single to double tag comparison is needed to measure
%. Instead, simply the ratio of the fraction of tagged events can be used, with
very small corrections due to changes in the b-tagging efficiency and almost negligible
corrections due to background. These corrections were calculated using the Monte Carlo
simulation. The measurement was performed using event probabilities instead of hemi-
sphere probabilities. Several different values of the event probability cut were used, and
a minimum statistical error was found at a b-purity of 79%. At this value of the cut, the
b-tagging efficiency varied by a relative amount of +0.1% with respect to that at the Z
peak and was about 81%, while the efficiency to tag ¢ (uds) events was about 21% (2%).
The following ratios were found:

_ Rp(89.44 GeV)
_ Ry(92.97 GeV)
Ry = fCRtac) = 1.0056 + 0.0096.

The error is statistical only. All systematic uncertainties were found to be negligible. The
Standard Model predicts a ratio of 0.997 (0.998) for R_ (R, ). Figure 8 shows the stability
of the measurement as a function of the b-purity. Combining with the published values
for the 1993 energy scan [3] yields:

R,(89.46 GeV)

= 0.9852 + 0.0091
Ry(91.27 GeV) ’
R,(93.00 GeV)

= 1.0033 % 0.0082.
Ry (91.27 GeV)

Figure 9 compares the result with the Standard Model prediction. The values at higher
energies are taken from [25].

6 The Multivariate Analysis

In the impact parameter analysis, hemispheres are tagged simply as b and non-b. This
leads to two equations with six unknowns: Ry, €, R., €445, €. and p. Three of them,
p and the efficiencies €,45 and €., are then taken from simulation and R, is fixed to the
Standard Model value. If the number of equations for physical observables was larger
than the number of unknowns, the latter could be extracted directly from the data and
the simulation would be required only to estimate systematic errors and the influence of

hemisphere correlations. This is the principle of the multivariate approach to measuring
Ry,.

6.1 The method

With some tagging algorithm, hadronic events containing N = 3 flavours (uds, ¢ and b)
are classified into Nr tagging categories or tags. The set of observables is then the matrix
Dy with I,J = 1,...,N7, defined as the observed fraction of events tagged as I and J for
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vertical dotted line marks the cut used for the central values.
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hemispheres 1 and 2 respectively. The corresponding expected fraction of events T7; can
be written as

Try = ZEIGJ +p15) Ry (7)

In equation (7), R, are the flavour fractions, verifying Y-, R, = 1, and €] is the probability
to classify a hemisphere of flavour ¢ = uds, ¢, b in tag I. The matrix p?; accounts for
hemisphere-hemisphere tagging correlations for flavour ¢ and tags I and J. Assuming
that all the hadronic hemispheres are classified in one tag, the conditions

Y el=1, gq=uds,cb (8)
i

and
ZGIGJPI] 7 q:UdS,C,b; J:]-a"'aNT (9)

are satisfied. The Np(Np + 1)/2 — 1 independent measurements are therefore described
by the following set of unknown independent parameters: (Ng — 1) flavour fractions,
Np(Nr—1) efficiencies and NgpNp(Nr—1)/2 correlation coefficients. As the correlation is
small, the independent correction factors p?; for I, J # Nr can be taken from simulation.
Thus the global counting of degrees of freedom requires at least N = 6. The fit of the
D;; observables to equation (7), verifying (8) and (9), should provide, in principle, the full
efficiency matrix €? together with the flavour fractions R, and the correlation coefficients
p1, for I or J equal to Ny. The method of Lagrange multipliers is appropriate to solve this
problem [19, 20]. However, in practice, it is not possible because of the rotation degeneracy
described in [21]. This problem can be avoided if some additional constraints are used.
In previous results, DELPHI used a second set of observables [3]. However, this solution
has been proven to be statistically limited and new solutions are needed. In the analysis
presented here, the problem is resolved by taking from simulation the backgrounds of one
of the tags and fixing R, to its electroweak theory prediction. Systematic dependences
of R, on these three parameters can be reduced if the corresponding tag has a high b
purity (b-tight tag). The systematic error will reflect the uncertainties in the simulation
calculations of the background efficiencies of the b-tight tag, e;; , and €;_ ,,, and the
correlations p?, with I,J # Np. The result will be given as a function of the assumed
value of R.. Even though the smallest number of tags to measure R, is now Np = 4, the
choice Ny = 6 was made in order to overconstrain the problem and to minimize the error.
The number of independent observables is therefore 20 with 14 independent unknowns:
13 efficiencies and Ry.

6.2 The hemisphere multitag definition

To provide the six hemisphere tags, the combined lifetime tag used in the impact param-
eter analysis and defined by equation (2) is complemented with two additional flavour
tagging algorithms. The tags are constructed in an attempt to isolate uds, ¢ and b quarks
with high efficiency and purity, using exclusively the information provided by each hemi-
sphere. In particular, the primary vertex is reconstructed in all the tagging methods
independently in the two hemispheres, so the hemisphere correlations are kept small.
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The multivariate flavour tagging algorithm [22] is based on the large mass and rela-
tively long lifetime of the b quark and some event shape properties of its decays. All the
available information is combined using multivariate techniques. The lifetime informa-
tion exploits the large impact parameters of tracks coming from B decays together with a
search for secondary vertices and their invariant masses. Finally, the lifetime information
is combined with event shape properties of the B decays like large transverse momentum
of the tracks with respect to the jet axis, rapidity distributions and the boosted sphericity.
A total of N = 13 variables is finally adopted. See reference [22] for a detailed description
of the variables.

The probabilities pq’\ of observing a value of the variable A for a hemisphere of flavour
q are computed using model distributions taken from simulation. An estimate of the
probability to observe simultaneously a set of N variables is given by

nq I p;‘
g Ny = pé‘, ’
where n, =1 for ¢ = ¢,b and n, = 3 for ¢ = uds hemispheres. The empirical factor 3
assigned to uds reflects the fact that this flavour is the sum of the three lighter flavours
u, d and s, which are taken together because their distributions are similar. With this
formulation the 5 flavours have the same weight.

In practice, what counts in comparing flavours are ratios of probabilities or differences
of their logarithms. For this reason new estimators L,, called flavour likelihoods, are
introduced. £, is defined as

P, =

(10)

21 —1 —1
Eb _ nPb n3puds DPC (11)

and similarly for £,4s and L£.. A hemisphere can be classified according to the largest
flavour likelihood (which is positive). Based on the best likelihood, each primary tag can
be subdivided into subtags according to a set of given cuts.

Similarly to the multivariate approach, the flavour confidences method [23] is based
not only on the track impact parameters but also on two other kinematic variables, the
track momentum and the angle with respect to the jet axis. The track information is
used differently in both techniques, so the overlap between them is expected not to be
complete and interesting gains in performances can be obtained in a combination. The
method uses the simulation to build a function C, which gives the fraction of tracks which
come from uds, ¢ and b quarks in a bin of three particle characteristics: impact parameter
over its error, momentum and angle to the jet axis. There are kinematic effects in the
decay of B hadrons which produce correlations between the three quantities, but they
are automatically taken into account by the three-dimensional binning. The individual
flavour confidences are finally combined to make the hemisphere tag:

ng I1; C;
Y Ny 11 Cé' ’
Cé being the ¢ flavour confidence for track :.

The two tags, multivariate and confidences, can be combined using a simple linear
combination for each flavour. In order to be homogeneous with the multivariate flavour

likelihood L£,, we have to take the logarithm of the difference from unity of each flavour
confidence:

CONF, = (12)
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Ay=(1—a)l;—aln(l —CONF,) (13)

The quantities A, are called flavour multivariate discriminators and will be finally the
basis of the classification. This way to combine has been proven to be the best of several
tried. It could also be possible to optimize a different value of « for each flavour, but it
happens that the same value optimize the three flavours. The quoted value was a = 0.8.
The apparently high ratio o/(1 — a) = 4 is due to the fact that the range definition
of the multivariate flavour likelihood is higher than that of the flavour confidences. It
corresponds approximately to an equal weight of the two components. Figure 10 shows
the distributions of the flavour multivariate discriminators for data and simulation. It can
be seen that the agreement between data and Monte Carlo is reasonable. In any case, the
analysis is insensitive to small disagreements as they affect only the efficiencies, which are
fitted from data. The effects on the correlation are discussed in section 6.4.

The definition of the tags in terms of the three available tagging techniques is given
in table 4. Three of the six tags are designed to identify b quarks, one ¢ quarks and one
uds quarks. The remaining tag (no-tag) contains all hadronic hemispheres not contained
in one of the previous tags, in order to verify experimentally the condition (8). To avoid
double counting, a priority is assigned to each tag and if a hemisphere satisfies more than
one tag, it is assigned to the tag with the highest priority.

Tag Condition Priority
b-tight ¥ < Yo 1
b-standard A, > A% 2
b-loose Ay > AR 3
charm Ac > Acp 4
uds Auds > Auds,O 5
no-tag 6

Table 4: Definition of the hemisphere tags.

The b-tight tag has the highest impact on R, and the cut —log;, 7 is fixed at 1.2 to
minimize the total error. All other cuts are chosen in order to obtain good efficiencies with
reasonable backgrounds in the affected tags. They were taken to be A%:S.E), Af,f’é”zl.Q,
Acp=0.65 and A,450=3.2. The Monte Carlo expectations for the efficiencies are given
separately for 1994 and 1995 in table 5. This table is a measure of the performance of the
tags and tagging techniques all working simultaneously. In this analysis of Ry, only the
charm and light quark backgrounds of the b-tight tag are taken from simulation. Therefore
the light and charm quark systematic errors of the impact parameter analysis are valid
for this measurement of Rj, but computed at a harder cut. All the other efficiencies are
measured directly from the data and can be used as a powerful cross-check of the analysis.

Compared with the impact parameter analysis in which only b-tight tagged hemi-
spheres are used (single tag), in this multitag analysis all hadronic hemispheres are tagged,
allowing the statistical accuracy to be increased. The systematic uncertainty on R, is also
improved.
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1994 1995
Tag 6uds € €I) 6uds €€ €I)
b-tight 0.00052 0.00407 0.28404 | 0.00040 0.00376 0.27453
b-standard | 0.00131 0.02782 0.15751 | 0.00120 0.02678 0.15558
b-loose 0.01200 0.07877 0.15108 | 0.01212 0.07812 0.15380
charm 0.05174 0.16143 0.05171 | 0.05415 0.16128 0.05295
uds 0.12054 0.03123 0.00488 | 0.11678 0.03083 0.00479

no-tag 0.81390 0.69667 0.35078 | 0.81525 0.69923 0.35835

Table 5: Monte Carlo results for the tagging efficiencies at the nominal cuts.

6.3 The measurement of R,

In this analysis, the criteria used to select tracks and to identify hadronic Z decays are
basically the same as described in section 3, with the main difference that 5 reconstructed
charged particles were required. 1370354 (664676) hadronic Z decays were selected in 1994
(1995), of which 828168 (400482) passed the | cos Oyryse| < 0.65 cut. The bias towards
b events in the selected sample was found to be small, (0.69 4 0.13) x 1073 in 1994 and
(1.18 + 0.26) x 1073 in 1995, and was corrected for. The uncertainty due to the event
selection is dominated by statistics.

The experimentally measured numbers of doubly tagged events which passed the
| €08 Oypruse| cut are given in table 6 for 1994 and 1995 separately. The fit of R, and
the efficiencies to these numbers gives the results

R, = 0.21617 £+ 0.00100(stat.)
with x?/ndof = 4.76/6 for 1994 and

R, = 0.21688 + 0.00144(stat.)

with x?/ndof = 4.32/6 for 1995. The errors are only statistical. These results have
also been corrected for tau background. The efficiencies obtained from the same fits
within statistical errors are shown in table 7. They can be compared with the simulation
predictions of table 5. For a complete comparison, an estimate of the systematic errors
must be included.

6.4 Systematic errors

The systematic errors are due to the quantities estimated from simulation: event selection
bias, light and charm quark backgrounds in the b-tight tag and hemisphere correlations.

6.4.1 Light and charm quark efficiency uncertainties

The sensitivity of R, to light and charm quark uncertainties is the same as in the single tag
method used in the impact parameter analysis. However, the corresponding uncertainties
are smaller because of the harder cut on log;,y defining the b-tight tag, which reduces
the background uds and ¢ efficiencies by factors of about 1.2 and 1.5 respectively. They
have been estimated by following exactly the procedure described in section 4.3. Table 8
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1994

Tag b-tight b-standard b-loose charm  uds no-tag
b-tight 15809
b-standard | 17048 4656

b-loose 16006 9091 0050
charm 5918 4396 7619 7218
uds 667 778 2619 10436 9474
no-tag 36111 25453 43026 91054 110430 405309
1995

Tag b-tight b-standard b-loose charm  uds no-tag
b-tight 7804

b-standard | 7752 1965
b-loose 7695 4266 2394
charm 3005 2088 3832 3860
uds 290 331 1262 5321 4241

no-tag 17937 11785 20680 46621 51309 196044

Table 6: Measured numbers of doubly tagged events, passing the |cos y,us:| cut.

shows the breakdown of these uncertainties in the different sources. The charm physics
sources of systematics are detailed in table 1.

6.4.2 Hemisphere correlation uncertainties

The pJ, hemisphere correlation corrections as estimated from simulation together with
their sensitivities are given in the second column of table 9, where the errors are due to
simulation statistics. Only the relevant correlations with a sensitivity higher than 0.010
are shown. The sensitivity is defined as the relative change on R;, due to a change of a
given correlation, ﬁ%—f The sensitivity of this measurement of Ry t0 p}_y;onipright 15
0.805, compared to unity in the impact parameter analysis. However, as shown in the
table, there are other correlations with important sensitivities which have zero sensitivity
in the impact parameter analysis. As explained in section 6.1, correlations containing
the no-tag category (I or J = Np) were determined from the fit to data, so they have a
negligible sensitivity on the analysis.

Systematic errors on p?; arise from uncertainties in the simulation both of uds, ¢ and
b physics and of the vertex detector acceptance and gluon radiation.

Effects from udscbh physics

Uncertainties in physical parameters used in the simulation of correlations are cal-
culated by varying these physics inputs within their experimental ranges around their
central values, according to the prescription given in reference [17]. For each variation
of these physical parameters, obtained by reweighting the simulation, all the correlation
correction factors are recomputed, allowing a new determination of R,. The change ob-
served on Ry is assigned as systematic error. Table 10 summarizes the errors on R}, due
to these physical uncertainties.
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1994
Tag €uds €C 6b
b-tight 0.00052 0.00407 0.2950 £ 0.0012
b-standard | 0.0016 4+ 0.0002 0.0262 + 0.0015 0.1593 £ 0.0007
b-loose 0.0119 £ 0.0004 0.0799 £+ 0.0020 0.1498 4+ 0.0008
charm 0.0638 £ 0.0005 0.1754 £ 0.0016  0.0536 £ 0.0006
uds 0.1308 £ 0.0005 0.0331 £ 0.0016 0.0052 £ 0.0002
no-tag 0.7914 £ 0.0008 0.6814 + 0.0035 0.3371 +0.0013
1995
Tag €uds €C 6b
b-tight 0.00049 0.00376 0.2962 £ 0.0017
b-standard | 0.0016 £+ 0.0002 0.0244 + 0.0024 0.1492 + 0.0010
b-loose 0.0130 £ 0.0006 0.0735 £ 0.0029 0.1498 £ 0.0012
charm 0.0690 £+ 0.0008 0.1825 £ 0.0024 0.0560 £ 0.0009
uds 0.1254 £ 0.0007 0.0350 £ 0.0024  0.0044 £ 0.0003
no-tag 0.7906 £+ 0.0012 0.6808 + 0.0052 0.3444 4+ 0.0019

Table 7: Tagging efficiencies with statistical errors for data as measured from the fit at
the nominal cuts. For a complete comparison of the fit results with the simulation an
estimate of the systematic error must be included.

Source Aetds [euds A€§ /€S ARy x 10*

Tracking 0.054 0.022 +1.57/1.40

K°, A% photons, etc. 0.014 - F0.26/0.28

g —cc: (2.38+0.48)% per event 0.159 0.024 +3.63/3.36
g—bb/g—cc: 0.134£0.04 0.144 0.021 +3.27/3.05
Charm physics - 0.066 F3.13/2.75

Total udsc background systematics 0.222 0.076 +6.02/5.50
MC statistics (1994/1995) 0.025/0.055 0.017/0.037 +0.96/1.90

Table 8: Light and charm quark systematics on Ry, at cut — log,, y > 1.2 for the 1994/1995
data.

Angular effects and gluon radiation

Remaining errors on the correlations not due to physics simulation can be estimated
by isolating the contributions to correlations and comparing their effect in data and
simulation. The variables used to isolate the correlation sources are exactly the same
as described in the impact parameter analysis: the polar and azimuthal angles and pje;.

The contribution to p?; from one of the above variables © can be determined through
the following expression:

pq,@) _ Z@ fQ(e) [eg,same((—))eg,oppo(@) + 63,same((9)63,017170((_))]
" 2 I:ZG fq(@)eg,same(@)] |:ZG) fq(@)e?f,same(@)]

where f,(©) is the fraction of ¢ hemispheres as a function of the variable © and €f _,,,..(©)
and €} ,,,(©) are the efficiencies to tag a hemisphere of flavour ¢ as a function of © in
the same and opposite hemisphere respectively.

-1
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LC

08 Oypurst Dthurst Djet
MC global Sensitivity MC Data MC Data MC Data
correction correction correction | correction correction | correction correction
b correlations
p’g_tight’b_tight 0.0187 £+ 0.0027 0.805 0.0057 0.0056 0.0006 0.0011 0.0115 0.0130
p’g_tiqht’b_standard 0.0036 + 0.0027 0.236 0.0031 0.0032 0.0006 0.0009 0.0100 0.0100
pg_tiqht’b_loose —0.0020 £ 0.0028 0.140 0.0012 0.0016 -0.0007 0.0010 0.0042 0.0051
pg—tiqht,charm 0.0104 £ 0.0053 -0.040 -0.0008 -0.0011 0.0028 0.0010 0.0055 0.0066
pgfstandard,bfstandard 0.0047 £ 0.0050 -0.082 0.0044 0.0037 0.0007 0.0001 0.0083 0.0071
pg,standwd,b,mg —0.0003 £ 0.0042 -0.072 0.0037 0.0029 0.0008 0.0005 0.0035 0.0037
p’b’fstandwd’charm —0.0094 + 0.0077 0.028 -0.0090 -0.0015 0.0004 0.0037 0.0047 0.0045
pgfloose,bfloose 0.0144 + 0.0052 -0.037 0.0036 0.0024 0.0013 0.0010 0.0022 0.0025
p’g_loosejcharm —0.0139 £ 0.0079 0.019 -0.0101 -0.0038 -0.0001 0.0001 0.0029 0.0035
¢ correlations
pg,standwd,cham —0.0469 £ 0.0197 0.012 -0.0032 -0.0024 0.0018 0.0007 0.0124 0.0083
pgflooseycharm —0.0015 £ 0.0115 0.025 -0.0070 -0.0055 0.0009 -0.0024 0.0142 0.0193
pgharmjcharm 0.0350 + 0.0093 -0.015 0.0178 0.0110 0.0022 0.0005 0.0116 0.0148
uds correlations

pgggrm,uds 0.0219 £ 0.0091 0.020 0.0104 0.0104 0.0008 0.0001 0.0184 0.0172
uds 0.0778 £ 0.0067 0.022 0.0119 0.0108 0.0040 0.0018 0.0374 0.0276

puds,uds

Table 9: b, ¢ and uds correlations with major sensitivity (> 0.010) on R, at the nominal cuts for the 1994 data. For the 1995 data
the correlations obtained are similar.




Source ARy x 10
Two b quarks in same hemisphere: +30% F0.84
g — cc: (2.38+£0.48)% per event F0.05
g—bb/g—cc: 0.1340.04 F0.05
b fragmentation (xg (b)) : 0.702 £+ 0.008 F0.53
B decay multiplicity: 5.25 + 0.35 F2.01
B, fraction: 0.112 £+ 0.019 F0.56
Ay fraction: 0.132 + 0.041 F0.55
Average B lifetime: 1.55 4+ 0.04 ps F0.02
Charm physics F0.32
Total uds, ¢ and b physics correlation error F2.40

Angular effects (1994/1995) +3.55/2.92

Gluon radiation (1994/1995) +2.46/1.96

| MC statistics (1994/1995) | £5.52/9.23 |

Table 10: Systematic errors due to hemisphere correlations for the multivariate analysis.

The contribution p?i,@ can easily be computed for Monte Carlo where the flavour ¢ is
known. However, comparison of data and Monte Carlo requires the experimental isolation
of this flavour in the data. This flavour isolation was obtained successfully for uds and b
quarks using a soft multivariate tag. No ¢ quark selection was obtained with success due
to the small ¢ event statistics and the rather poor ¢ quark purification. However this was
proven not to be a problem because of the small sensitivity of R, to ¢ correlations. The
uds and b selections were done imposing the cuts A,qg > 1.5 and A, > —0.5 respectively
on the opposite hemisphere to the tested one. The resulting hemisphere b efficiencies
were 11.7%, 35.5% and 79.2% for uds, ¢ and b flavours respectively. The hemisphere uds
efficiencies were 82.4%, 52.3% and 15.0% for uds, ¢ and b flavours respectively. The result
was then scaled by the ratio of the correlations in pure ¢ events and in the selected uds
and b events obtained from simulation; ¢ correlations were obtained by scaling using all
events. Table 9 shows the results of this procedure for each of the testing variables, for
data and simulation. It can be seen that these three variables account for most of the
global correlation correction and other correlation sources have a negligible effect on the
correlation systematics.

The error assignment was performed on the basis of the R, difference when correla-
tions from data and simulation were taken. The errors for the three sources were added
quadratically and the quoted uncertainties are listed in table 10. It must be stressed that
this systematic error can not be attributed only to differences between data and Monte
Carlo for the particular flavour, but they can also be due to imperfections of the flavour
isolation and scaling.

6.5 Results and consistency checks

In summary, the final result with the 1994 data is

Ry, = 0.21617 £ 0.00100(stat.) + 0.00096(syst.) — 0.024 x (R, — 0.172)
and for the 1995 data is
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R, = 0.21688 == 0.00144(stat.) & 0.00120(syst.) — 0.024 x (R, — 0.172),

where the first error is statistical and the second systematic. The explicit dependence of
this measurement with the assumed R, value is also given.
The results are compatible and can be combined, with the following assumptions:

e all statistical errors are assumed to be independent;

e the errors in the hemisphere correlations due to gluon radiation are assumed to be
fully correlated, but those from angular effects are taken uncorrelated;

e the errors due to uds, ¢ and b physics simulation inputs are assumed to be fully
correlated, as well as the errors due to detector effects on the estimate of light and
charm quark efficiencies.

With these assumptions, the result for the combined 1994/1995 data is:

R, = 0.21640 = 0.00082(stat.) % 0.00088(syst.) — 0.024 x (R, — 0.172).

The b hemisphere tagging efficiency was found to be €_; ,, = 0.2950 & 0.0012 (0.2962 +
0.0017), compared to the simulation estimate of 0.284 (0.275), for 1994 (1995) data. As
previously, the real data are about 4% (7%) more efficient than simulation. The purity
at the working point for this measurement is 98.4%.

Figure 11 shows the stability of the final R, result as a function of the cut on log,,y
defining the b-tight tag, together with the change of the contributions to the total error.
It can be seen that the best error is obtained at cut —log,,y > 1.2. The cut at 0.0
corresponds to an efficiency/purity of 44.0%/91.6%, compared to 21.0%/99.4% at cut
2.0. Figure 12 shows the stability of R, as a function of all other cuts Ay%, Alb‘fé“, A, and
Aygs,o defining the hemisphere tags. Table 11 reports the full breakdown of the error on
this measurement.

This measurement is highly correlated with that obtained with the impact parameter
analysis and both are consistent. In order to check this easily, the measurement of R,
was performed at cut —log;qy > 1.0 using the multitag and single tag methods. The
multitag approach provided the results R, = 0.21615 + 0.00095(stat.) for the 1994 data.
To check that the slightly different event selection does not shift the results, R, was
again measured using the single tag approach used in the impact parameter analysis.
The values R, = 0.21685 4 0.00113(stat.) was obtained for 1994, in agreement (within
statistical errors) with the result quoted in section 4.

The difference between these Ry results is not only due to their statistical differences.
The sensitivity of both approaches to light and charm quark efficiency uncertainties is
the same, and therefore the systematic errors due to uds and ¢ backgrounds are fully
correlated. However, the sensitivities to correlations are different. In fact, the sensitivity
of the multitag measurement to pg,ﬁght,b,ﬁght at cut —log;qy > 1.0 is 0.805, compared
to the sensitivity of unity of the single tag analysis. In this way, the correlation error as
obtained in the impact parameter analysis, App ;i n,y—igne = £0.0030 in 1994 induces an
error on R, of 0.00064 and 0.00055 for the single tag and multitag methods respectively.
Therefore, the part of the error due to correlations which is uncorrelated between the
multitag and the single tag analyses is 0.00033. Combining this error with the statistical
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tag, together with the change of the contributions to the total error. The best error
is obtained at cut 1.2. In the upper plot the thick error bar represents the statistical
uncertainty and the narrow one is the total error.
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Figure 12: Stability of the R, result as a function of the cuts A%, Af,‘fé“, Ao and Aygso
defining the b-standard, b-loose, charm and uds hemisphere tags. Only the statistical
errors are shown.
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Source ARy x 10

Data statistics +0.00082

MC statistics +0.00049

Event selection +0.00012
Tracking +0.00015

K° A° photons, etc. F0.00003

g —cc: (2.38 £0.48)% per event F0.00035
g—bb/g — cc: 0.13+£0.04 70.00032
Charm physics F0.00030

Two b quarks in same hemisphere: +30% | 30.00008
b fragmentation (xg (b)) : 0.702 £ 0.008 | F0.00006

B decay multiplicity: 5.25 + 0.35 F0.00020
B, fraction: 0.112 £+ 0.019 F0.00006

Ay fraction: 0.132 4 0.041 F0.00006
Average B lifetime: 1.55 4+ 0.04 ps F0.00000
Angular effects +0.00026

Gluon radiation +0.00023

Total error +0.00120

Table 11: Breakdown of the error on R, at the nominal cuts for the multivariate analysis.

difference, we obtain a difference between the multitag and single tag measurements of
—0.00070 4+ 0.00070 and therefore they are well compatible.

In addition, it was checked that the error on pgfm-ght’bfm-ght found with the procedure
followed in the impact parameter analysis agreed well with that obtained in this analysis.
Flavour isolation and error assignment were done in slightly different ways.

7 Secondary Vertex Analysis

An independent analysis was carried out on data collected in 1994 only, using purely vertex
information for the tagging of b quarks. The event selection was similar to that described
in section 3, with the exception that at least 7 charged tracks were required to define a
hadronic event rather than 6. After the same acceptance cut of | cos @ypust < 0.65], a bias
towards b events of (0.0038 + 0.0002) was found from the simulation and 810000 events
were selected from the data for the analysis.

7.1 Secondary vertex search

The search for secondary vertices was made independently inside event hemispheres de-
fined by the plane perpendicular to the event thrust axis. Hemisphere tracks used in the
analysis were required to pass the following set of quality cuts:

e R¢ hits in at least 2 layers of the VD,

e an impact parameter in the R¢ plane with respect to the beamspot of less than
0.15cm,

e a momentum greater than 750 MeV/c.
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In addition, an attempt was made to reconstruct and then reject tracks coming from
decays of K2 and A particles and from photon conversions [9]. Candidate secondary
vertices were identified by:

e finding first the positions in the R¢ plane of all three-track vertices. Candidates
were rejected if any of the following conditions were met: 1) the decay length (L)
to the event beam spot was < or; 2) L > 3.0cm; 3) x2-probability, P(x?) < 1%.

e Next an attempt was made to add to candidate vertices any track likely to have
originated from the same point in space. Each track falling within a cone of half-
angle 0.4 radians placed around the candidate vertex momentum vector was fitted
in turn to the vertex. That track which contributed the most significant increase
in decay length was added permanently to the vertex definition provided that 1)
L > 30r; 2) L > 3.0cm; 3) P(x?) > 1%. This procedure was continued until none
of the above requirements was met.

e Further tracks were added to the vertex definition if they were deemed to be con-
sistent with the candidate vertex while at the same time inconsistent, within the
errors, with the beamspot.

e The last step involved finding a primary (hemisphere) vertex by essentially the same
procedure as outlined above for secondary candidates. A unique track was defined
to be one that was part of a secondary vertex but was not consistent with being part
of the primary vertex. Secondary vertex candidates that did not contain a unique
track were removed.

Close attention was paid to reducing light quark backgrounds which are potentially
poorly modelled in the simulation. For the case of vertices containing two unique tracks
that included z-hits, these two tracks were identified and separately fitted to a three-
dimensional vertex point. Requiring P(x?) > 0.1% was found to be an effective cut in
removing cases where badly reconstructed tracks might form a vertex in two dimensions
but were clearly unassociated with each other once the z-coordinate was considered. To
reduce background contamination further, all vertices with only one unique track or a
decay length significance less than 4 were rejected.

If after the secondary vertex finding procedure there was more than one candidate
vertex in a hemisphere, that vertex with the largest L/o; value was chosen to tag the
hemisphere.

7.2 Tagging Z — bb events

In order to tag Z — bb events, the output of a neural network [27] was used, with five
input variables based only on the properties of the secondary vertices found. They were 1)
decay length significance L/op; 2) the number of unique tracks in the secondary vertex; 3)
the number of tracks in the primary vertex that were not also associated to a secondary;
4) the number of tracks in common to both the secondary and primary vertices and 5) the
vertex rapidity. The variables were carefully chosen for both their flavour discriminating
power and their low cross-correlation.
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The vertex rapidity was defined as:

FE+ /P2 — P?
R=1In L (15)
\/m2+Pt2

where E, P and P, are the energy, total momentum and sum transverse momentum of
unique tracks in the secondary vertex.

Distributions of all input variables together with the neural network output are shown
in figure 13.

The impact parameter tuning used in previous DELPHI analyses [3] and described in
[13] was also applied here. The excellent agreement between data and simulation for all
variables used in the analysis can be seen in figure 13.

The calculation of R}, followed the double hemisphere method described in section 4.

7.3 Quantities from the simulation

Both the light and charm quark efficiencies were extracted from the simulation with
reweighting to reach the input values of various modelling parameters recommended in
[17] and listed in table 12. This took account of the rate of gluon splitting to heavy quarks
in light quark events, and in the charm sector of differences between the parameters used
in the simulation and experimentally measured values of the charmed hadron lifetimes,
production fractions and decay modes and charm fragmentation. Further reweighting was
carried out to estimate the errors on these efficiencies. There was also a small error due
to limited simulation statistics and an error due to details of the modelling of DELPHI
detector tracking in the simulation. This error due to detector effects was estimated in a
similar way to that described in section 4.3. It should be noted that the simulation sample
used to train the neural network, which amounted to 16% of the total, was excluded from
the determination of background efficiencies.

Due to the interplay between statistical and systematic errors, the total error on the
measurement, of R, reached a minimum at a cut on the neural network output of 0.86,
as shown in figure 14. In the simulation, the b purity at this cut was 95.1% and the
b-tagging efficiency was 26.3%. All numbers quoted below and the final result correspond
to a cut of 0.86.

The light and charm quark efficiencies extracted from the simulation were:

e = (0.09340.015) x 107% (16)
€. = (1.284+0.08) x 1072, (17)

These are the total errors on the efficiencies and their contributions to the systematic
error on R, are broken down in table 12. The efficiencies for tagging each quark flavour
in the simulation are shown across a range of b purities in figure 15. The good agreement
between the b-tagging efficiencies observed in the simulation and those calculated from
the data is also shown in this figure.

Correlations between hemispheres came from both geometrical and kinematic effects,
as described in section 4.4. The hemisphere correlation in b events for this analysis was
estimated from the simulation to be

po = (0.87 4 0.30(stat) 4 0.21(syst)) x 102 (18)
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Figure 13: Comparison of data and simulation distributions of the 5 input variables to
the neural network and of the single output.
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Figure 15: The efficiencies for tagging different quark flavours as a function of the b
purity taken from the simulation. The good agreement between the efficiency for tagging
b hemispheres extracted from the simulation and that measured in the data is shown.
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The first error is due to the limited simulation statistics and the second is the estimated
systematic effect. Contributions to the systematic error from both geometrical effects
and physics modelling are estimated as described in section 4.4 and are summarized in
table 12. This analysis made use of a primary vertex determination, based only on tracks
within a hemisphere, for the secondary vertex search and a run-averaged beamspot for
the decay length calculation. It was found that these choices had a negligible effect on
the calculated correlation.

7.4 Results

Using the numbers of hemispheres and events tagged in the data and the values for the
efficiencies and correlations given above, and taking into account the selection bias towards
Z — bb events, R, was calculated to be:

Ry, = 0.2154 + 0.0014(stat) & 0.0015(syst) — 0.087 x (R, — 0.172). (19)

The b-tagging efficiency calculated simultaneously from the data was (26.5 + 0.2)%, com-
pared to 26.3% in the simulation. The stability of the measurement over a range of b
purities can be seen in figure 16.
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Figure 16: The measured value of R} as a function of the b purity taken from the simula-
tion. The thick error bars show the statistical errors, the thinner bars indicate the total
errors, and all errors are correlated from point to point. The arrow marks the position of
the cut and the line shows the value at the chosen cut.

A full breakdown of the systematic error contributions on R; is shown in table 12.
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ARb X 104

Error Source Range vert
Internal experimental effects:

Hemisphere correlations + 7.7
Detector effects + 3.6
Acceptance bias + 1.9
(xg(b)) 0.702 + 0.008 F 2.6
(xp(c)) 0.484 + 0.008 F 1.7
DO lifetime 0.415 4 0.004 ps F1.0
DT lifetime 1.057 £+ 0.015 ps F 0.7
Ds lifetime 0.467 + 0.017 ps F 0.9
A, lifetime 0.206 + 0.012 ps F 0.8
B lifetime 1.55 4+ 0.05 ps F 0.1
B decay multiplicity 5.73 + 0.35 + 1.1
D decay multiplicity 2.39 + 0.14 F 4.7
BR(D — K°X) 0.46 + 0.06 + 5.8
g — cC (2.38 + 0.48)% F 4.2
g — bb (0.13 4 0.04) x(g — cc) F 3.9
Light hadron modelling tuned JETSET + 10% F 2.2
QCD hemisphere correlations | see text + 2.4
D* fraction 0.231 £+ 0.026 F 44
D, fraction 0.110 + 0.017 F 0.5
c-baryon fraction 0.063 + 0.029 + 2.9

Table 12:

Summary of systematic errors on Ry, from the secondary vertex analysis on 1994

data. Details concerning the different error sources can be found in [17].
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8 Conclusions

Three different measurements of the partial decay width Rj) of the Z into B-hadrons have
been performed. Events were selected using either tracks having large impact parameters
in jets with reconstructed secondary vertices or with a multivariate technique or with a
neural network. The following results were obtained.

Double impact parameter tag (1994 data):

Ry = 0.21697 = 0.00119(stat.) £ 0.00096(syst.) — 0.033 x (R, — 0.172),
Multivariate analysis (1994 and 1995 data):
Ry = 0.21640 £ 0.00082(stat.) £ 0.00088(syst.) — 0.024 x (R, — 0.172).
Secondary vertices (1994 data):
Ry = 0.2154 £ 0.0014(stat.) £ 0.0015(syst.) — 0.087 x (R, — 0.172).

The third analysis is not combined with the others since the statistical correlation has
still to be computed.

The multivariate analysis relies heavily on the impact parameter combined analysis,
which acts as the tight b-tag. The results are therefore highly correlated between each
other, and cannot be used independently. Since they are statistically consistent the analy-
sis with the smallest total error (the multivariate analysis) is taken as the result. Applying
the small (0.00020) correction for photon exchange yields for the ratio of partial widths:

RY = 0.21660 + 0.00082(stat.) + 0.00088(syst.) — 0.024 x (R, — 0.172).

For this number, all centre of mass energies at which LEP has run have been combined.
All results are in agreement with those of other measurements at LEP [1, 2, 4, 5, 6]. The
result is in good agreement with the Standard Model expectation of Ry = 0.2158 F0.0005
[26], assuming a mass of the top quark of m; = 175.6 + 5.5 GeV/c? [28].
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