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Abstract

The DELPHI detector at LEP has recorded about 3 million hadronic Z decays
during 1991-1994. From these data the branching ratio Z — bb was measured
by several methods. All methods heavily rely on the three layer silicon microvertex
detector, sometimes complemented by event shapes or a high transverse momen-
tum lepton tag. All methods measure R together with the b-tagging efficiency by
comparing single and double tag rates to reduce the systematic uncertainty.

This paper presents a new DELPHI analysis that measures R) from the 1994
data set using a decay length variable. The result is then combined with previous
DELPHI results from the 1991-1993 data set to give the value:

R.—0.172
Ry = 0.2205 4 0.0014(stat) & 0.0018(syst) — 0.010—5—7=5—"



1 Introduction

The partial decay width for Z — bb in hadronic Z decays, R = Fl;ibd
by LEP and SLD experiments with very good precision [1, 2, 3, 4, 5, 6]. The average value
of R} [7] disagrees by about three standard deviations with the prediction of the Standard
Model. A new analysis has been performed using data from the DELPHI experiment at
LEP in order to study the observed deviation with a different systematic sensitivity. This

paper presents this new measurement of the ratio of the cross-sections, R, = %,
using data taken during the 1994 run.

This analysis exploits the long lifetime of B-hadrons by reconstructing secondary ver-
tices which are displaced from the primary vertex and tagging on the distance between
the beamspot and the secondary vertex. A folded hemisphere double tagging technique
is used to measure R, and the b-tagging efficiency simultaneously from the data.

The result is then combined with the previous DELPHI number.

, has been measured

2 Event Selection

The DELPHI detector and its performance have been described in detail in ref. [8, 9].
The criteria to select charged tracks and to identify hadronic Z decays were identical
to those described in [3]. Charged particles were accepted if:

o their polar angle was between 20° and 160°,
o their track length was larger than 30 cm,

o their impact parameter relative to the interaction point was less than 2.5 cm in the
plane perpendicular to the beam direction (the R® plane) and less than 10 cm along
the beam direction,

e their momentum was larger than 200 MeV /¢ with relative error less than 100%.

Neutral particles detected in the HPC were required to have measured energy larger
than 700 MeV, and those detected in the EMF greater than 400 MeV.

Events were selected by requiring:
o at least 7 reconstructed charged particles,

e the summed energy of the charged particles had to be larger than 15% of the centre of
mass energy, with at least 3% of it in each of the forward and backward hemispheres
with respect to the beam axis.

The efficiency to find hadronic Z decays with these cuts was about 94% and all back-
grounds were below 0.1%. After application of an event containment cut on the polar
angle of the thrust axis, |cos#| < 0.65, a selection bias towards Z — bb events of
(0.0012 + 0.0002) was found. This was taken into account in the final result.

A sample of about twice the data statistics of 7 — ¢g events has been simulated
using the Lund parton shower Monte Carlo JETSET 7.3 [10] (with parameters optimized
by DELPHI) and the DELPHI detector simulation [11]. In addition, dedicated samples

of Z — bb events have been generated and used in order to reduce the error on the



correlation extracted from the simulation, which is dominated by the Monte Carlo statis-
tical error. The simulated events have been passed through the same event reconstruction
chain as the data.

3 The secondary vertex method

3.1 Vertex and Decay Length Fits

Before any attempt was made to find secondary vertices, jets were reconstructed within
each event using a simple cone algorithm. Tracks were required to be within a cone of
half-angle 0.5 rad around the reconstructed jet axis, and each jet had to have a minimum
total energy, the sum of the energies of every charged and neutral particle associated with
the jet, of 5 GeV. In about 1.1% of events only one jet was found. The average number
of jets per event was 2.3. Different jet clustering algorithms were investigated but did not
significantly influence the final result.

A secondary vertex fit was performed within each reconstructed jet from physics tracks
which had passed the following tighter set of quality cuts:

e hits in at least 2 layers of the vertex detector (VD),
e an internal VD y? ! of less than 4,

e an impact parameter in the R® plane with respect to the beamspot of less than
0.15 cm,

e a momentum greater than 750 MeV/c.

In addition, an attempt was made to reconstruct tracks coming from decays of K2 and A
particles and from photon conversions [9]. Such tracks were then rejected from the vertex
fit.

The vertex fit was performed in the R® plane only using the following iterative pro-
cedure:

o all physics tracks in one jet were fitted to a common vertex, minimising

N 2

D:

2 7
X = ; (1)

=1 0-2Di

where D; is the distance of closest approach of the projection of track ¢ in the
R® plane to the candidate vertex and op, is the error on this distance;

o the track with the largest y? was rejected if its contribution to the total was greater
than 4;

o the vertex was refitted using the reduced track list and a new y? was computed;

o the procedure continued until either all remaining tracks contributed less than 4 to
the y? or there were fewer than four tracks remaining.

'The VD y? is defined as x> = %;./Nyp, where X, = > d?/o% . The sum is over all Ny p hits
associated with the given track, d; is the closest approach of the track to its associated hit and oy p 1is
the estimated precision of the VD. This cut reduces the influence of wrongly associated hits in the VD.



Once a secondary vertex had been reconstructed, a second fit [12] was performed to
find the most likely decay length (in two dimensions) of the B-hadron, given estimates of

e the B-hadron production point, with errors (the beamspot);
e the B-hadron decay point, with errors (the fitted vertex);

e the B-hadron flight direction (the jet momentum, which is the sum of the momenta
of all tracks in the jet) as a constraint on the fit.

This decay length L was signed with respect to the jet momentum. If the reconstructed
decay vertex was displaced from the beamspot in the same direction as the jet momentum
then [ was signed positive; otherwise L was negative. The tagging variable used in this
analysis was the signed decay length significance, L/oy. The significance was used in
preference to the bare decay length because it improved the efficiency at a given tagging
purity. The efficiency /purity curve for folded tagging using the decay length significance
is shown in figure 1(a), where the efficiency is measured after all cuts have been applied.

The impact parameter tuning used in previous DELPHI analyses [3] and described
in [13] was also applied here. The excellent agreement between data and simulation for
the folded /oy, is shown in figure 1(b). In addition to the tuning, there was also some
rejection of tracks in the simulation, based on the number of associated VD hits, in order
to improve the data/Monte Carlo agreement in tagging efficiency. This left a residual
difference in efficiencies for three-track vertices, while if four or more tracks were required
the agreement was good. While this requirement lowered the available statistics, it also
reduced the systematic errors from the charm sector and thus had little effect on the total
error on the measurement.

3.2 The Folded Hemisphere Double Tag Method

Each event was divided into two hemispheres by a plane perpendicular to the thrust axis.
It was possible for more than one jet secondary vertex to be found in a hemisphere. In this
case, the vertex with the largest absolute value of L/oj, was used to determine whether
that hemisphere was tagged.

Signing L /oy, allowed the definition of forward and backward-tagged hemispheres. For
a given placing of the cut, a hemisphere was

o forward-tagged if L/oy > cut;
e backward-tagged if /o, < —cut.

The folded distributions, defined as the number of forward minus backward tagged hemi-
spheres, are shown in figure 1(b). It is evident that this folding considerably suppresses
the light quark background while having little effect on the b quark distribution.

Five quantities were defined analogous to the two in normal hemisphere double tagging

[1, 3]:
o [/, the fraction of hemispheres receiving a forward tag,
o ['* the fraction of hemispheres receiving a backward tag,

o [/ the fraction of events in which both hemispheres are forward-tagged,



o [* the fraction of events in which both hemispheres are backward-tagged,

o [/% the fraction of events in which one hemisphere is forward-tagged and the other
is backward-tagged.

Neglecting efficiency correlations between hemispheres for light and charm quarks and
introducing for b quarks the correlation factor

b
_ (e =dh) 5
pb_ f b\ 2 ( )
(éb_éb)

leads to the equations

o= F—F

= Ry, + Ree.+ (1 — Ry — R.)e; (3)
Fy, = FI 4 p_pf
= Rye(1+p) + Reel’ + (1 = By — Ro)er’, (4)

where €, = cg — 62 is the difference between the forward and backward tagging efficiencies
for a quark of flavour ¢. The quantities py, €. and €] were extracted from the simulation,
Fy and F; from the data, and R. was input from the Standard Model [14]. Equations (3)
and (4) were then solved iteratively to measure R, and ¢, simultaneously from the data.

Due to the interplay between statistical and systematic errors, the total error on the
measurement of Rj reached a minimum at a cut of |L/oy| = 5, as shown in figure 2. In
the simulation, the b purity at this cut was about 91% and the folded tagging efficiency
was about 17%. All numbers quoted below and the final result correspond to a cut at 5.

3.3 Quantities from the Simulation

Both the light and the charm quark efficiencies were extracted from the simulation,
reweighted to reach the input values of various modelling parameters recommended in
[14] and listed in table 1. This took account of the rate of gluon splitting to heavy quarks
in light quark events, and in the charm sector of differences between the parameters used
in the simulation and experimentally measured values of the charmed hadron lifetimes,
production fractions and decay modes and charm fragmentation. Further reweighting
was then carried out to estimate the errors on these efficiencies. There was also a small
error due to limited simulation statistics. The light and charm quark folded efficiencies
extracted from the simulation were:

(¢f =) = (0.074 +0.009) x 1072 (5)
(el =€) = (1.645 +0.095) x 1072, (6)

C

These are the total errors on the efficiencies and their contributions to the systematic
error on R are broken down in table 1.

Correlations between hemispheres came from both geometrical and kinematic effects.
Any non-uniformities in the efficiency of the detector could give rise to geometrical cor-
relations. The limited polar angle acceptance of the VD and inefficient modules of this
detector both had an effect. Kinematic correlations were due to the emission of hard glu-
ons, which removed energy from both of the primary quarks and, in about 2.4% of events,

4



forced both B-hadrons into the same thrust hemisphere. The hemisphere correlation in b
events was estimated from the simulation to be

py = (0.54 & 0.48(stat) £ 0.61(syst)) x 1072, (7)

The first error is due to the limited simulation statistics and the second is the estimated
systematic effect.

The error on the geometrical part of the correlation was estimated by comparing the
simulation and the data. Histograms of the tagging efficiency as a function of cosé or ¢
of the jet momentum were constructed and the total single (¢) and double (¢?) tagging
efficiencies were calculated from them. The correlation due to each angular source was
then obtained from these total efficiencies using the relation p = E—Z. The larger of the
difference between the data and simulation correlations or the statistical error on this
difference was taken as an estimate of the systematic error due to each angular source.

For the error due to QCD effects, the prescription in [14] was followed. The mean B-
hadron lifetime was varied within the range (1.55 £ 0.05) ps and found to have little effect
on the correlation. This analysis made use of the beamspot instead of reconstructing a
primary vertex for each event. Use of an averaged beamspot position was also found, as
expected, to have a negligible effect on the calculated correlation. This is not the case for
analyses using a fitted primary vertex, which leads to an additional source of systematic
uncertainty.

3.4 Results of the Secondary Vertex Analysis

Using the numbers of hemispheres and events tagged in the data and the values for the
efficiencies and correlations given above, and taking into account the small selection bias
towards Z — 0bb events mentioned in section 2, R, was calculated to be:

R.—0.172
Ry = 0.2176 = 0.0028(stat) & 0.0027(syst) — 0.020= . (8)

The folded b-tagging efficiency calculated simultaneously from the data was
(17.29 + 0.22)%, compared to 17.16% in the simulation.

A value of R; was also obtained without applying the tuning referred to in section 3.1,
but still with the track rejection in place, and the two results compared. Half of the
difference was assigned as a conservative estimate of the error due to detector resolution
effects. Similarly, R, was determined when a further 2% of the tracks were randomly
rejected and half of the difference between this and the central value was taken as an
estimate of the error due to any residual disagreement between the data and Monte Carlo
multiplicity distributions. These contributions are combined in quadrature for the quoted
detector resolution error. A full breakdown of the systematic error on R, is shown in
table 1.

The stability of the measurement over a range of cuts on L/oj is demonstrated in

figure 3.

4 Combination of the Results

The result of this analysis has been combined with the previous DELPHI result [3], taking
into account the common systematic errors. The breakdown of the errors for the individual



analyses and for the combination is given in table 1. The errors within a line have been
assumed to be fully correlated, except for the detector effects which are correlated within
each year’s data set and uncorrelated between years. The statistical correlation between
the mixed tag and the other analyses can be neglected. The correlation between the
double impact parameter tag and the multivariate analysis has been estimated using a
Monte Carlo technique to be less than 0.35 (90% C.L.). Conservatively this value has
been used in the average?. The combined result is:

R.—0.172
1y = 0.2202 £ 0.0014(stat) % 0.0018(syst) — 0.010————

with y?/ndf = 1.2/2.

Uncertainty x10%

Error Source Range dit mt mult vert com
Internal experimental effects:

Hemisphere correlations + 10 0] +£12.2 + 16 +7
Lepton-vertex correlations 0 + 12 0 0 + 3
Detector effects +9 +9 + 6.8 +6 +6
Lepton sample purity 0 + 19 0 0 +3
Acceptance bias + 2 + 2 + 2.7 + 2 +1
Method 0 0|+ 145 0 +4
(xp (b)) 0.702 £+ 0.008 F 9.0 0| F15 0| F31
(zgp(e)) 0.484 £+ 0.008 F30| F30| 06| F31|F23
Br(e = ) (9.8 +£0.5)% 0| &£ 10.0 0 0| +16
Semilept. model b — ¢ [7] (Fean 0| +11.0 0 0| +1.8
Semilept. model ¢ — ¢ [7] ACCMMI (FREa R 0| F80 0 0| 1.3
DY lifetime 0.415 + 0.004 ps F15| F1.0| 03| F14]|F10
D7 lifetime 1.057 & 0.015 ps F26 | F13| F02| F02|F12
Dy lifetime 0.467 & 0.017 ps F18| F#12| 04| F07|F10
A, lifetime 0.206 + 0.012 ps F00| 00| 07| F03|=F03
B lifetime 1.55 £ 0.05 ps F30| F#00| F34 | F10 | F21
B decay multiplicity 5.73 £ 0.35 + 9.0 +00| +1.8 + 00| +3.2
D decay multiplicity 2.39 £ 0.14 F 6.0 F 4.0 F0.2 FRH | F4.6
BR(D — K°X) 0.46 + 0.06 +80| £70| £50|£129 | +6.9
g — cc (2.38 +£ 0.48)% F30| F30| £02| F48 | F25
g — bb (0.13 &+ 0.04) x(g — c2) F30| F30| F01| F32]|F22
Light hadron modelling tuned JETSET =+ 10% F 6.0 F5.0 F04 F20 | F33
QCD hemisphere correlations | see text + 9.0 +50| 44| £59| +6.3
DT fraction 0.231 £ 0.026 F106 | F52| F04 | F1.7| F50
Dy fraction 0.110 £ 0.017 F11| F#20| 12| F00|F23
c-baryon fraction 0.063 4+ 0.029 + 2.6 +26| +038 +65 | +25

Table 1: Summary of systematic errors on R; obtained from the double impact parameter
tag (dit), the mixed tag (mt) and the multivariate tag (mult) for 1991-93 data and for the
secondary vertex tag (vert) for 1994, and the combination of the analyses (com). Detailed
explanations of how the different error sources are obtained can be found in [7].

?The most probable value for the correlation was found to be 0. It has been checked that the final
result does not change using this value.



Because of the different charges of up-type and down-type quarks, a correction of
+0.0003 due to photon exchange has to be applied to obtain RY from R, [15], resulting in

R.—0.172
Ry = 0.2205 4 0.0014(stat) £ 0.0018(syst) — 0.010 ————.
0.172

5 Conclusions

A different measurement of the partial decay width RY of the Z into bb quark pairs has
been performed. Events were selected according to the displacement of reconstructed
secondary vertices from the beamspot. The following result was obtained:

R.—0.172
Ry = 0.2176 £ 0.0028(stat) & 0.0027(syst) — 0.020 =52

Combining this number with the previous published one, the result is:

R.—0.172
Ry = 0.2205 4 0.0014(stat) £ 0.0018(syst) — 0.010 —————
0.172

For this number, all centre of mass energies at which LEP has run have been combined. All
results are in agreement with those of other measurements at LEP and at SLD [1, 2, 4, 5, 6].
Assuming a mass of the top quark of m; = 175 & 12 GeV/c¢?, as obtained from a simple
average of the CDF [16] and the D0 [17] measurements, the Standard Model predicts
R = 0.2155 F 0.0005 [15]. This number is about 2.2 standard deviations lower than our
measurement, assuming . = 0.172.
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Figure 1: (a) Efficiency/purity curve for tagging b hemispheres in the simulation. (b)
Folded L/oy, distributions in simulation and data. Distributions are normalised by the
total number of forward minus backward hemispheres in the simulation/data, as appro-
priate.
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Figure 2: Contributions to the error on R;. The arrow marks the position of the cut.
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Figure 3: The measured value of R; as a function of the cut on the L/oy, for 1994. The
errors are statistical only and are correlated from point to point. The line shows the value
at a cut of 5.
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