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EPS-HEP 95 Ref. eps0570 DELPHI 95-89 PHYS 524Submitted to Pa 1, 8, 14, 15 30 June, 1995Pl 4, 11, 18, 19Measurement of the partial decaywidth Rb = �b�b=�had with theDELPHI detector at LEPPreliminaryDELPHI CollaborationP. Billoir, G. Borisov, E. Cortina, E.Higon, M. Margoni, C. Mariotti, F. Martinez-Vidal,K. Moenig, P. Ronchese, J.Salt, F. Simonetto, Ch. de la VaissiereAbstractThe partial decay width of the Z to bb quark pairs has been measured by theDELPHI detector at LEP. b-hadrons, containing b-quarks, were tagged by severalmethods using leptons with high transverse momentum relative to the hadron or bytracks with large impact parameters to the primary vertex sometimes complementedby event shape variables.The ratio of the numbers of events with a single such tag to those with twotags was used to estimate the e�ciency of the method and to reduce the systematicuncertainty. Combining all methods, the value:�b�b�had = 0:2210� 0:0016(stat)� 0:0020(syst)� 0:0012(�c�c)was found, where the third error corresponds to a �8% variation of the cc productionfraction around its standard model value.



1 IntroductionA precise measurement of the relative decay width of the Z into b-hadrons, Rb = �b�b�had , isan important test of the Standard Model which predicts a value that is dependent on thetop mass mt [1] via weak vertex corrections. To a large extent the ratio is independentof other corrections such as QED or QCD corrections or electroweak corrections to theZ-propagator.This paper presents three measurements of Rb1 using data taken until 1993 withthe DELPHI detector at LEP. In a �rst analysis b quark hemispheres are tagged bythe presence of large impact parameter tracks. Comparing single and double tag ratesRb can be measured together with the b-tagging e�ciency. A second analysis uses thesame tagging method as the �rst one. However the tagging e�ciency is measured fromhemispheres opposite to a high pt lepton. Rb can then be measured from the single tagrate. The statistical precision is determined by the events having two tags. For thatreason the statistical correlation between the two methods is small. Also the systematicuncertainties are largely di�erent. Since the tagging method is rather simple the tagginge�ciency for light and c quark events can be estimated reliably from simulation. Contraryto that the third analysis uses a sophisticated tagging method combining thirteen vertexand event shape variables in a multivariate approach. All e�ciencies are estimated fromdata using a complex �2 �t. The two �rst analyses are updated using 1993 data (1991and 1992 results have been shown at previous conferences [2] and have been publishedrecently [3]) meanwhile the third one uses the 1992 and 1993 data and updates the 1991result [4]. The three analyses are combined taking into account all correlations.2 The DELPHI DetectorThe DELPHI detector has been described in detail in ref. [5]. Only the details mostrelevant to this analysis are mentioned here.In the barrel region, the charged particle tracks are measured by a set of cylindricaltracking detectors whose axes are parallel to the 1.2 T solenoidal magnetic �eld and tothe beam direction. The time projection chamber (TPC) is the main tracking device.The TPC is a cylinder with a length of 3 m, an inner radius of 30 cm and an outer radiusof 122 cm. Between polar angles, �, of 39� and 141� with respect to the beam direction,tracks are reconstructed using up to 16 space points. Outside this region (21� to 39� and141� to 159�), tracks can be reconstructed using at least 4 space points.Additional preciseR� measurements, in the plane perpendicular to the magnetic �eld,are provided at larger and smaller radii by the Outer and Inner detectors respectively.The Outer Detector (OD) has �ve layers of drift cells at radii between 198 and 206 cmand covers polar angles from 42� to 138�. The Inner Detector (ID) is a cylindrical driftchamber having inner radius of 12 cm and outer radius of 28 cm. It covers polar anglesbetween 29� and 151� . It contains a jet chamber section providing 24 R� coordinatessurrounded by �ve layers of proportional chambers providing both R� and longitudinalz coordinates.The micro-vertex detector (VD) is located between the LEP beam pipe and the ID [6].1The numbers presented in this note always correspond to the ratio of cross sections �(e+e� !b�b)=�(e+e� ! hadrons). To obtain the ratio of partial widths 0.0003 has to be added to the numbers.1



It consists of three concentric layers of silicon microstrip detectors placed at radii of 6.3,9 and 11 cm from the interaction region. For all layers the microstrip detectors providehits in the R�-plane with a measured intrinsic resolution of about 8 �m. The polar anglecoverage for charged particles hitting all three layers of the detector is 42.5� to 137.5�.The barrel electromagnetic calorimeter, HPC, covers the polar angles between 42�and 138�. It is a gas-sampling device which provides complete three dimensional chargeinformation in the same way as a time projection chamber. Each shower is sampled ninetimes in its longitudinal development. Along the drift direction, parallel to the DELPHImagnetic �eld, the shower is sampled every 3.5 mm ; in the plane perpendicular to thedrift the charge is collected by cathode pads of variable size, ranging from 2.3 cm in theinner part of the detector to 7 cm in the outer layers. The excellent granularity allowsgood separation between close particles in three dimensions and hence good electronidenti�cation even inside jets.Muon identi�cation in the barrel region is based on a set of muon chambers (MUB),covering polar angles between 53� and 127�. It consists of six active planes of driftchambers, two inside the return yoke of the magnet after 90 cm of iron (inner layer) andfour outside after a further 20 cm of iron (outer and peripheral layers). The inner andouter modules have similar azimuthal coverage. The gaps in azimuth between adjacentmodules are covered by the peripheral modules. Therefore a muon traverses typicallyeither two inner layer chambers and two outer layer chambers, or just two peripherallayer chambers. Each chamber measures the R� coordinate to 2{3 mm. Measuring R�in both the inner layer and the outer or peripheral layer determines the azimuthal angleof muon candidates leaving the return yoke within about �1�. These errors are muchsmaller than the e�ects of multiple scattering on muons traversing the iron.3 Event SelectionThe criteria to select charged tracks and to identify hadronic Z decays have been identicalto those described in [3].About 700000 hadronic Z decays have been selected from the 1993 data sample wherethe exact numbers vary slightly between the di�erent analyses due to di�erent require-ments on the detector availability. A sample about twice the data statistics of Z ! q�qevents has been simulated using the Lund parton shower Monte Carlo JETSET 7.3 [7]with parameters optimized by DELPHI and the DELPHI detector simulation [8]. In ad-dition dedicated samples of Z ! b�b events have been generated. The simulated eventshave been passed through the same analysis chain as the real ones.4 The Lifetime AnalysisThe method used for this measurement of Rb is nearly identical to the one described in[3]. In the following only the features di�erent from the 1992 analysis will be described indetail. Since for the measurement of impact parameters the VD is essential the methodis limited to events with most tracks inside the VD acceptance. For this reason a cuton j cos �thrustj < 0:65 is applied. This cut is harder than the one applied in [3], becausein 1993 due to some inconsistency in the VD position between data and simulation thedescription of the edge of the VD acceptance was slightly inaccurate.2



Source of systematics ��uds � 104MC statistics �0:5Detector resolution �0:8K0 �0:4Hyperons �0:1Photon conversions �0:1Gluon splitting g ! b�b �0:7Gluon splitting g ! c�c �0:3Total �1:3Table 1: Systematic errors of light quark e�ciency �uds.Since for this analysis a good description of the data by the simulation is required,some tuning of the impact parameter distribution in the simulation has to be done. Thisprocedure has been re�ned with respect to the 1992 analysis basically by taking intoaccount small inhomogeneities in the azimuthal angle. This leads to substantially smalleruncertainties due to the understanding of the detector resolution.4.1 Estimates of E�ciencies and CorrelationsThe analysis was performed at many di�erent cut values and combined with the 1991/1992number. The total error has been found to be almost constant between cuts of� log10(PH) > 2:7 and � log10(PH) > 2:9. To decrease the correlation of this analysiswith other ones the hardest of these cut has been chosen for the �nal numbers.The values of the light quark e�ciencies (�c, �uds), and the hemisphere correlation (�b)with this cut were extracted from the simulation and the possible sources of uncertaintieswere included as systematic errors.The value of �uds was found to be:�uds = (0:252 � 0:013) � 10�2: (1)The di�erent sources of systematics are given in the Table 1.The systematic error coming from the di�erences in resolution between data and simu-lation was estimated as the di�erence of the tagging e�ciencies in data and in simulationwhen hemisphere probabilities were computed using tracks with negative impact param-eters (\negative hemisphere probability").The systematic error from the uncertainties in production of long lived particles in lightquark events (K0, �, hyperons) was obtained by varying the corresponding productionrates in simulation by �10%. This variation corresponds to the observed di�erencesbetween the production rate of these particles in data and simulation and agrees with therecommendations of [9]. The systematics from the gluon splitting g ! b�b and g ! c�cwere obtained by varying the fraction of such events by �50% [9]. In addition to thesesystematic sources, it was checked that the uncertainties from the interactions of particlesin the material of the detector are negligible.The e�ciency to tag hemispheres with charm was found to be:�c = (1:60� 0:14) � 10�2 (2)3



Source of systematics ��c � 104MC statistics �2:0Detector resolution �4:0Production rates of charm hadrons �10:6Charged decay multiplicities �3:8D ! K0X �6:6Charmed hadrons lifetime �2:7Fragmentation �3:0Total �14:0Table 2: Systematic errors of charm quark e�ciency �cThe simulation has been tuned to describe as well as possible the properties of charmproduction and decays as measured at LEP and at lower energies. For the evaluationof the systematic uncertainty the following parameters have been varied within theirmeasurement error:� the production ratios of the di�erent charmed hadrons [9],� the charged decay multiplicities of charmed hadrons [10],� the inclusive branching ratios D ! K0X [11],� the c-hadron lifetimes [11],� the mean energy of c-hadrons in fragmentation as suggested in [9].For the central values and the errors we follow the prescription of [9]. The sources ofsystematic error are listed in table 2.For the light quark e�ciency mostly the accurate description of the resolution functionin the probability calculation is important, assuring a at distribution of the hemisphereprobability. On the contrary, for charm the agreement between data and simulation isrelevant, since tracks from charm decays have real impact parameters. An estimate ofthe uncertainty due to the knowledge of the detector resolution was obtained from thechange in �c assuming the resolution curve obtained from the data in the calculation of theprobabilities in the simulation. Since the error assignment to the impact parameters is thesame in data and simulation the di�erence in the resolution curve reects the di�erencein the true resolution.The correlation between hemispheres in b events was evaluated to be�b = (�1:28� 0:13(stat)� 0:09(syst))� 10�2: (3)The correlation can be described mainly in terms of four sources:� radiation of hard gluons: This source acts in two ways. Due to gluon radiation,energy is taken away from the b-hadrons. Since the resolution is largely determinedby the multiple scattering in the beam pipe this lowers the tagging e�ciency. Thisleads to a positive correlation. In about 2% of the cases both b-hadrons are boostedinto the same hemisphere, leading to a negative correlation.4



� the polar angle of the thrust axis: Since both jets either are in a region of good orsomewhat worse VD acceptance this leads to a positive correlation.� the azimuthal angle of the jets: Due to dead or noisy modules in the vertex detectorthe e�ciency was not completely at in �. However in the data sample presentedhere most modules have been highly e�cient.� the bias of the �tted production vertex due to the inclusion of tracks from b decays,leading to a negative correlation. The e�ect can be described best by the dependenceof the correlation on the B lifetime.Figure 1 shows the total correlation as a function of the cut value, together with eachof these four components and their sum. In the region that is used for the analysis thetotal correlation is well described by the sum of the components described above.

Figure 1: Total hemisphere correlation and individual contributions as a function of thecut value log10 PH .To obtain the systematic error of the correlation estimate in the simulation the fractionof tagged events was measured in data and in simulation using all events as a functionof the relevant variable. From this the correlation due to the single variable consideredwas calculated. The result was scaled by the ratio of the correlations in b�b and in allevents obtained from the simulation. As the error estimate, the larger of either thedi�erence between the data and simulation measurement or the error of this di�erencewas taken. In the case of gluon radiation thrust was used as testing variable. To accountfor the cancelation of the two di�erent e�ects thrust was signed in each hemisphere to bepositive for the hemisphere with the larger invariant mass and negative in the other one.5



To estimate the description of the correlation due to the vertex bias for each event twohemisphere vertices have been �tted including the beamspot and using only the tracksthat have been used for the primary vertex �t. The correlation has been calculated asfunction of the distance between the hemisphere and the event vertex. The distance hasbeen signed positive if the hemisphere considered is pulling the vertex more than theopposite one if the beamspot is not included in the �t and negative otherwise.Since this distance is by itself already an e�cient b-tagging variable the obtainedcorrelation for the vertex bias is strongly e�ected by the presence of light quark event.For this reason a hemisphere was only used to measure the vertex bias correlation if theother hemisphere was tagged as a b hemisphere. The extracted correlation for data andMC is shown in �gure 2 for data and Simulation.

Figure 2: Hemisphere correlation due to vertex bias. The close and open points show thevalues obtained with the procedure described above for data and simulation.The di�erent sources of the systematic errors are listed in the table 3.4.2 ResultsUsing the above values of e�ciencies and correlation with their errors the measured valueof Rb is equal to:Rb = 0:2215 � 0:0027(stat)� 0:0029(syst)� 0:0018(Rc): (4)For this number Rc was assumed to have its standard model value (0.171) with an 8%relative uncertainty. The b hemisphere tagging e�ciency was found to be �b = 0:211�0:003compared to �b(MC) = 0:209 obtained from the simulation. The breakdown of the errorfor the given cut on PH is given in table 4. 6



Source of systematics ��b � 104Resolution function �1:0Polar angle acceptance �2:2Azimuthal angle acceptance �3:9Hard gluon emission �6:3Lifetime of b-hadrons �4:8total �9:2Table 3: Systematic errors of correlation factor �b.Error Source �Rb � 103Statistical error �2:7Light quark e�ciency �0:8Charm e�ciency �2:3Correlation �1:5�c�c �1:8Total �4:3Table 4: Sources of errors for measurement of Rb = �b�b=�had.As a cross-check of this measurement, the comparison of Rb values for di�erent taggingcuts is given in Fig. 3. The measured value of Rb is stable over a wide range of variationof the e�ciencies and correlation.4.3 Combination with the 91/92 AnalysisIn order to combine the analysis presented here with a similar one made with the publishedone [3], the following assumptions have been made:� All statistical errors are assumed to be independent.� The errors in the hemisphere correlations due to hard gluon emission and polarangle acceptance are assumed to be fully correlated between the two years. Theuncertainty due to the vertex bias is strongly connected with the uncertainty in theb-hadron lifetime. For this reason the vertex bias error of this analysis has beenassumed to be fully correlated with the error labeled \b-hadron lifetime" in [3]. Theerror due to azimuthal dependence has been assumed uncorrelated since it arisesmainly due to dead VD modules which are repaired year by year.� The tuning of the resolution function in the simulation is done year by year com-paring the simulation with the data. Thus the errors due to resolution functionshave been assumed to be independent.� The errors due to the modeling of the light and charm quarks was assumed to befully correlated. 7
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70%, the e�ciency to tag c (uds) events was about 20 (4) %. To avoid systematic un-certainties due to time dependence of the b-tagging e�ciency the data taken in the �rstpart of the year, where LEP ran only at the Z peak, have been neglected. With theserequirements the following ratios have been found:Rb(89:49GeV )Rb(91:25GeV ) = 0:982 � 0:015Rb(93:08GeV )Rb(91:25GeV ) = 0:997 � 0:016The error is statistical only including the limited Monte Carlo statistics at the o� peakpoints. All systematic uncertainties have been found to be negligible. The standard modelpredicts a ratio of 0.997 (0.998) for the point below (above) the peak with respect to thepeak. Figure 4 shows the stability of the measurement with respect to the cut value.

Figure 4: Ratio of the Rb values o�-peak with respect to the peak as a function of thecut value.5 Mixed tag AnalysisIn this analysis the lifetime b tagging technique described in section 4 was used. Thee�ciency of the tag was however measured in a sample of events enriched in b semi-leptonic decays. The means of the lepton identi�cation are described in ref. [3]. Toincrease the fraction of events from b in the sample a cut was applied to the transversemomentum of the lepton with respect to the jet axis after removal of the lepton itself. Acut of poutt > 1:5GeV=c was used in this analysis. Be �q the probability of tagging one9



hemisphere by means of this selection when a q (q = b,c,uds) avour is produced in theZ decay, and Pq; (q = b; c; uds) the fraction of events from the avour q (=b; c; uds) in thelepton subsample. The following set of equations holds:( f1 = �bRb + �cRc + �udsRudsf2 = cbl �bPb + ccl�cPc + cudsl �udsPuds (6)where f1 is the fraction of hemispheres in hadronic Z events tagged by the lifetime selectionand f2 is the fraction of semileptonic decays tagged by the same selection in the hemisphereopposite to the lepton. To extract with adequate precision the e�ciency of the lifetimetags, the accurate knowledge of the avour composition of the lepton sample, as expressedby the coe�cients Pq; (q = b; c; uds), is required. Section 5.1 is devoted to this topic.The coe�cients cql account for correlations between lifetime and lepton tags in oppositehemispheres and were computed by simulation. Due to the small amount of contaminationfrom c and light quarks, only the knowledge of cbl was relevant for the measurement.With the requirement PH < 4� 10�3, the e�ciency of the c and uds tagging and thecoe�cient cbl were estimated in the simulation as:�uds = (0:71 � 0:01)%�c = (3:67 � 0:04)%cbl = 1:014 � 0:008 � 0:005The systematic uncertainty on the coe�cient cbl was determined in the same way asfor the lifetime analysis correlation.With the same probability cut 2891 events were selected, out of 11204 having the highpt lepton, and a value: Rb = 0:2238 � 0:0039was derived, where the error is only statistical. As the cut on the lepton poutt is an arbitraryparameter, chosen so as to minimize the total error, the variation of the Rb value whenchanging the poutt selection was checked. Figure 5 shows the results of this test, where themeasured Rb value is reported for di�erent independent poutt ranges.The systematic errors will be discussed in section 5.2.5.1 The Composition of the Lepton SampleThe results of the �t to the single and di-lepton distributions (performed on the 1993 datasample by the same means as discussed in ref. [3] ) allowed a precise determination of thefraction Pb (Pc) of events from b (c) quarks in the lepton sample. The lepton purities werecomputed in the subset of hadronic events selected for the vertex analysis as a function ofpt. The most energetic candidate was used when more than one lepton was found in theevent (due to the high pt cut, this applied to less than 1 % of the cases). The requirementpoutt > 1:5GeV=c was applied in order to minimize the overall error on Rb. The datasample consisted then of 11204 events. The purities of the sample were estimated as:Pb = (81:17 � 0:79)%Pc = (9:56 � 0:76)%:10



Figure 5: Rb versus the transverse momentum of the lepton. The bins are uncorrelated.The statistical errors are marked. The continuous line shows the result quoted in the text,obtained with the cut poutt > 1:5GeV=c.Table 5 shows the individual e�ect of all the considered error sources on Pb. Pc isa�ected by the same sources of uncertainties as Pb, but the biggest contribution to itserror is induced by the uncertainties on the amount of the hadron background in thelepton sample Source �PbMonte Carlo statistics 0.31Lepton Fit 0.36Model b! l 0.39Model c! l 0.31b! � ! l 0.03b! c! l 0.02b! J=	! l 0.03c! l 0.34e misidenti�cation 0.12� misidenti�cation 0.14e identi�cation e�ciency 0.02� identi�cation e�ciency 0.04Table 5: Systematic errors (%) on the purity of the lepton sample, when the selectionpoutt > 1:5GeV=c was applied to the lepton transverse momentum.5.2 Systematic ErrorsBasically three sources of systematic errors have to be considered for the mixed tag Rbmeasurement: 11



a) uncertainties coming from the light quark e�ciencies,b) uncertainties coming from correlation e�ects,c) uncertainties coming from the knowledge of the composition of the lepton sample.Errors from sources a) and b) have been evaluated exactly in the same way as insection 4. The e�ect of the unknowns on the light quark e�ciencies turn out to be abouta factor two smaller, since they enter only linearly in the equations determining Rb.The error on the correlation between the lepton tag and the vertex tag is dominatedby the limited statistics from simulation available. The two most relevant sources ofcorrelation were the gluon radiation and the acceptance of the involved detectors. In fact,the hole between the barrel and forward muon chambers corresponds to a cos� region werethe VD sensitivity is reduced; in the same way the HPC polar acceptance overlaps withthat of the micro-vertex detector (see section 2). As a consequence of this, when a jethappened to fall near the border of the sensitive region of the micro-vertex detector, thechance to miss the lepton in the opposite hemisphere was higher. This induced positivecorrelation between the two tags.The contributions due to the uncertainties in the purity of the lepton sample werethen added to the total error. The value of Rc was varied by 8% around its standardmodel value. Table 6 gives the detailed contributions of all the sources of uncertaintyconsidered above. Source of error �Rbstatistical 0.0039Pb 0.0024Pc 0.0003Resolution Function 0.0011vertex-lepton correlations 0.0022Rc 0.0012charm e�ciency 0.0018uds e�ciency 0.0006total 0.0057Table 6: Contributions to the total error.5.3 Combination with the 92 AnalysisIn order to combine the results of this analysis with the 1992 one ([3]), we treated asindependent all the statistical uncertainties.For the combination of systematic errors we assumed:� The uncertainty on the correlation between the two selections due to gluon radiationand detector acceptances was considered to be fully correlated.� The errors on the resolution functions were assumed to be independent, as for thelifetime analysis; the other uncertainties on the charm and light quarks e�ciencieswere treated as fully correlated. 12



� The errors on the lepton purity due to Monte Carlo statistics were assumed tobe independent, while we treated as fully correlated the uncertainties due to theheavy avours decay models and Branching Ratios, as the errors due to the leptone�ciencies and the background estimation.With these assumptions for the 1992/93 data, we obtained:Rb = 0:2231 � 0:0029(stat) � 0:0035(syst) � 0:0012(Rc) (7)6 The Multivariate AnalysisThe measurement presented in this section uses about 1400000 hadronic Z decays taken in1992/1993 using the method presented in [13] and already applied for the analysis of the1991 data taken [4]. The analysis is described in detail in [14]. The cut j cos�thrust j< 0:75was made on the cosine of the polar angle of the thrust axis. This insured that most of thetracks were within the acceptance of the microvertex detector. Two simulated samplesof 1.2M/1.5M events were used. In order to improve the independence between oppositehemispheres, a primary vertex was computed on each side using as a constraint the beamspot position and dimensions.The tagging algorithm combines thirteen microvertex and event shape variables andit is based on an involved multivariate analysis technique. The details of the techniqueand the description of variables can be found in [13, 14].The distribution of the classi�cation criteria (called winning margin �), played acritical role in the classi�cation of events into categories. It depended signi�cantly on theresponse of the tracking system so that imperfect simulations of the detector accuracyproduced disagreement between data and Monte Carlo. With this analysis, the e�ect ofimperfect simulation of the detector was expected to be small because the e�ciencies andbackgrounds were estimated directly from the data. A precise study of systematic e�ectsrequired, however, a rather close agreement between data and simulation. In order toimprove this agreement, the winning margin in the simulated sample was corrected in sucha way that the distribution in each tag coincided with that of the data sample2. Figure 6shows the winning margin distribution in the b tag after this weighting. This procedureimproved the agreement in the description of the detector response. As explained insection 6.3, the di�erence between the measured Rb using the standard and the correctedsimulation was taken as a systematic error coming from the imperfections in the simulationof the detector response.6.1 The �t procedureThe mathematical formalism of the �t procedure can be found in reference [13]. Thetagging algorithm classi�ed the NF = 3 avours of the hadronic events into NT = 6categories. The �rst set of observables was the matrix DIJ ; (I; J = 1; :::; NT) de�nedas the fraction of events tagged as I and J for hemispheres 1 and 2 respectively. Theexpected fraction of events TIJ can be written as2An additional smearing including the simulated and data statistical errors was applied on the weight-ing procedure. 13
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Figure 6: Winning margin � distributions in the b tag for data and simulation aftercorrection. Each �lled area style shows the di�erent avour contributions to the events ina given tag obtained from simulation. The values of the cuts de�ning the categories arealso indicated. Simulation distributions were normalized to the data statistics.TIJ =Xl C lIC lJ(1 + �lJI)Rl (8)In equation (8), Rl is the avour fraction for a given sample (Rb = �b�b=�had is the resultantrequired branching ratio). C lI is the probability to classify an hemisphere of avour l intothe category I. The 6 � 3 array C lI (called classi�cation matrix) was assumed to be thesame for both hemispheres. In a �rst approximation, the probability to classify an eventof a given avour l in one hemisphere is independent of the classi�cation in the otherhemisphere. In order to take into account inter-hemisphere correlations the correlationmatrix �lJI was introduced. If the hemispheres are independent, all �lJI elements are equalto zero. The values of these elements estimated from simulation can be found in [14].Most of them are small or not signi�cant.It is not possible to extract Rb by a simple �t of the matrix DIJ because of therotation degeneracy described in [13]. To solve this problem, a second set of observables,the distributions of the category fractions fI(�), were used in the �t. In the sampleof events which were tagged as b in one hemisphere with a winning margin �, fI(�) isde�ned as the fraction of events classi�ed in the category I for the other hemisphere. Themain property of this ratio is that its asymptotic value provides an estimation of the CbIcolumn of the classi�cation matrix [14].Using both sets of observables (the matrix DIJ and the distributions fI(�)) the mini-14



mization of the global objective �2(C;R) function de�ned in [14] allows us the simultane-ous determination of the classi�cation matrix and theRl compositions. With this functiona remaining degeneracy in the uds � c sector is still present but it can be removed, forinstance, by �xing Rc to the Standard Model value. This constraint has no e�ect on anyparameter of the b sector. As in this analysis the uds and c sectors are decoupled fromthe b sector and the corresponding background e�ciencies in b categories are small; thedouble tag correlation coe�cients for uds avour have a small enough inuence on Rb andthus are not included in the minimization of �2(C;R).6.2 �b�b=�had measurement and consistency checksThe data samples collected in 1992 and 1993 were analyzed independently because dif-ferences in the microvertex detector was expected to result in slightly di�erent tagginge�ciencies. The plots of the fI(�) distributions as a function of the clear winning cutvalue � are shown in �gure 7 for the DELPHI 1992/1993 data. The reproducibility andreliability of the method was controlled by analyzing the same Monte Carlo events thatwere also used in the estimation of the correlation coe�cients. The Monte Carlo fI(�)distributions are also shown in �gure 7 together the contributions of uds, c and b avours.No signi�cant irreducible uds and c background is observed in the asymptotic region,especially in the f4(�), f5(�) and f6(�) distributions which are the most signi�cant forthe Rb extraction. E�ects of remaining background are small and are included in thesystematic uncertainties.In the �t of the �2(C;R) function, the Rc parameter was �xed to the Standard Modelvalue of 0.171. Even though there were a large number of free parameters in the �t, no localminima were seen in the whole range of Rb [14]. Table 7 summarizes for simulation andreal data the �tted CbI and Rb values obtained taking into account e�ciency correlations.A comparison with the expected values for simulation is also given in table 7. The Cb1element is the least well reproduced. Background e�ects were not negligible in this bdepleted category and 2� di�erences were observed. However this matrix element wasnot signi�cant in the Rb extraction. For all the other extracted CbI parameters, CudsI andCcI , good agreement was found between the sets of expected and �tted values.Table 7 shows that the di�erence between the generated and the �tted Rb is 0:0018�0:0027 in 1992 and �0:0007� 0:0026 in 1993. Therefore, on average the measured valuesagree within 0:0005 � 0:0018 with the expected ones so it may be concluded that themethod produces no bias on the measurement.In 1993 DELPHI took data at three di�erent centre-of-mass energies, ECMS, aroundthe Z peak (91.2 GeV). Of the total of 487673 events, 56194 were selected at ECMS=89.45GeV, 344655 at ECMS=91.2 GeV and 86824 at ECMS=93.04 GeV. The o�-peak data areexpected to have almost the same fraction of b�b events as the hadronic cross-sections atthese energies are still dominated by the Z exchange. Therefore the o�-peak data can beanalyzed together with the 1993 on-peak data. However, from analyses of the three subsetsindependently, the results of the �ts were Rb = 0:2218 � 0:0157 for ECMS=89.45 GeV,Rb = 0:2208�0:0059 for ECMS=91.2 GeV and Rb = 0:2184�0:0139 for ECMS=93.04 GeV.The corresponding probabilities of the �ts were 45.3 %, 74.5 % and 37.6 % respectively.As the di�erence between the value of Rb for di�erent energies of the beams and its valueat the Z peak (91.2 GeV) is not sensitive to systematic e�ects these numbers can becombined using only statistical errors. Before the average, the o�-peak values of Rb were15
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Figure 7: fI(�) distributions with their asymptotic �ts for all the data. The dottedhorizontal lines show the �tted CbI values for the data. The distributions estimated fromsimulation are also shown together with the contributions of uds, c and b avours.16



1992 Simulation 1992 Data 1993 Simulation 1993 DataParameter Expected Fitted Fitted Expected Fitted FittedCb1 0:0507 0:0523(10) 0:0568(20) 0:0500 0:0517(09) 0:0357(18)Cb2 0:0731 0:0732(09) 0:0802(15) 0:0659 0:0665(07) 0:0600(18)Cb3 0:1974 0:1971(15) 0:2041(26) 0:1985 0:1976(14) 0:1821(21)Cb4 0:1458 0:1458(09) 0:1537(16) 0:1473 0:1470(08) 0:1580(10)Cb5 0:1435 0:1430(08) 0:1478(14) 0:1449 0:1442(07) 0:1618(15)Cb6 0:3895 0:3885(18) 0:3575(35) 0:3935 0:3931(17) 0:4025(34)Rb 0:217 0:2188(27) 0:2148(51) 0:217 0:2163(26) 0:2206(51)Prob(�2) 9:5% 22:0% 81:7% 10:9%Table 7: Results of the DELPHI 1992/1993 simulation and real data �ts with the correla-tion pattern taken fromMonte Carlo. Comparison with the expected values for simulation.Statistical errors are also given in brackets and a�ect the last two digits.corrected by the small changes with respect to the on-peak value. These corrections werepredicted by ZFITTER [19] and reduced the o�-peak value with respect to the on-peakone by 0.0007 and 0.0005 for ECMS=89.45 GeV and ECMS=93.05 GeV respectively. Thevalues for 1993 in table 7 show the results of combining the three energies after thesecorrections. This result agrees at the level of three per mil with the result obtained whenall the statistics are analyzed together, which is a consistency check of the reproducibilityand reliability of the method. However, it should be noted that, owing to small changesin e�ciencies for the di�erent energies of the colliding beams, the probability of the �tfor the overall statistics is smaller than for each data subset.As a cross check on the e�ect of correlations, we have repeated the same �ts of table7 taking all correlation coe�cients equal to zero. Table 8 summarizes the di�erencesbetween the results of the �t when correlations are considered and when they are takenequal to zero for the real data samples. The smallness of the change in the results isremarkable. So, for Rb the change is at the level of 0.5 % of the measurement and hasdi�erent sign for 1992 and 1993 data, which can be explained as a statistical e�ect on theestimates of the correlations. This is a evidence that the sensitivity of the method to theprovided pattern of correlations is small. For the simulated samples similar results wereobtained. Parameter 1992 Data 1993 DataCb1 +0:00043 � 0:00058 +0:00044 � 0:00045Cb2 +0:00154 � 0:00044 �0:00061 � 0:00038Cb3 +0:00026 � 0:00085 +0:00094 � 0:00078Cb4 �0:00093 � 0:00048 +0:00065 � 0:00042Cb5 �0:00119 � 0:00051 �0:00090 � 0:00050Cb6 �0:00012 � 0:00102 �0:00052 � 0:00084Rb +0:00103 � 0:00161 �0:00146 � 0:00150Table 8: Di�erences between the results of the �t when correlations are considered andwhen they are taken equal to zero for DELPHI 1992/1993 real data samples. Errorsinclude only uncertainties on correlations coming from the limited simulation statistics.Similar results are obtained for the simulated data samples.17



6.3 Systematic errorsThe three kinds of systematic errors were studied separately: uncertainties coming frommodel uncertainties, detector e�ects and �nally uncertainties from the analysis method.6.3.1 Model uncertaintiesMost methods of extraction of the Rb quantity assume the knowledge of the tag e�cienciesor contaminations for the uds and c avours [3, 15, 16]. These quantities, taken from sim-ulation, are sensitive to theoretical uncertainties in the uds and c sectors and are sourcesof systematic error. This is not the case in this method. Rb is extracted simultaneouslywith the e�ciencies/contaminations by �tting the data. However, the analysis assumesthat asymptotically the contributions of uds and c are negligible.In the absence of hemisphere correlations and remaining uds and c background in theregion of hard cuts, the Rb measurement is mathematically independent of the factorsthat a�ect b production or decays, for example fragmentation or lifetimes. Then thecorresponding systematic errors are exactly zero. If the hypothesis is almost true, secondorder e�ects on the Rb measurement can appear and should be included in the systematicuncertainties.In the previous section it was shown that a small di�erence in Rb is observed if theestimated correlation matrix is taken into account in the �t or if it is neglected. This smallbias suggests that the method is insensitive to the particular pattern of correlations. Thereis no evidence for a fundamentally di�erent correlation pattern in real data compared tothe simulation. The error made on data coming from correlations should be similar tothe one made on the simulation. An estimate of this error was obtained by varying theparameters of the simulation which could be sources of correlation.By following the prescriptions described in reference [9], we have checked that errorsdue to modeling are of second order. Table 10 summarizes all the contributions to thesystematic error coming from model uncertainties.Correlation e�ects can be described in terms of the following sources [9]:� Hadronic Z events with three or more jets di�er from those with a two jet topologyby the presence of one or more hard gluons in the �nal state, which might be asource of negative correlation in the double b tag. This e�ect includes the hardgluon emission producing a b�b pair in the same hemisphere (about 2 % of the b�bevents according to the simulation). To obtain the systematic error from this source,the number of events was measured in data and in simulation as a function of thethrust of the event. Then, the simulation distribution was corrected to reproducethe corresponding data distribution. The error was estimated as the change in the�tted value of Rb due to the change of correlations between the standard simulationand the corrected one. The quoted value was 0.00057.� The bias of the production vertex due to the inclusion of tracks from b decays canproduce a negative correlation. The lifetime of B hadrons and the b fragmentationfunction are the best parameters to describe this e�ect. The change of correlationsfrom a variation of the b lifetime was estimated by using the same simulated samplewith di�erent weightings. The b lifetime was varied within the error of [9]. Thechange in correlations leads to a variation on Rb of 0.00022. The uncertainty due18



to the b fragmentation function was estimated similarly by varying the Petersonparameter to reproduce the mean energy of B hadrons within the error limits of [9].The resultant error was 0.00038.� Finally, the uncertainties in the correlations coming from the limited simulationstatistics shown in table 8 must be included.For the evaluation of the systematic uncertainty coming from remaining uds and cbackground the following contributions were considered [9]:� The error on Rb due to actual amount of charm events (which should be distin-guished from the formal Rc parameter of the �t) was estimated changing the c�cfraction by 8% around its measured value (Rc = 0:171 � 0:014. A contribution tothe systematic error of �0:00040 was found. Moreover, the Rc parameter was variedin the same interval and the change of Rb was exactly zero.� The uncertainty due to the c fragmentation function was estimated by varying thePeterson parameter to reproduce the mean energy of D hadrons within the errorlimits of [9].� The uncertainties from the relative production rate of D hadrons, their lifetimes,decay multiplicities and inclusive branching ratios D ! K0X were obtained byvarying their measured values according to [9].� The systematic error from uncertainties in the production of long lived particles inlight quark events (K0, �, hyperons) was obtained by varying the correspondingproduction rates in the simulation by �10%.� The systematics from the gluon splitting g ! b�b and g ! c�c was obtained from thevariation of fraction of such events by 50 % as proposed in [9].To obtain the systematic error from these sources, the Monte Carlo events wereweighted as a function of the model parameter. The weighted simulated sample was�tted and the result compared with the expected one. The di�erence with respect to thestandard simulated sample was taken as the error.6.3.2 Detector e�ectsThe detector e�ects include all sources of uncertainties due to apparatus and can bedescribed in the following terms:� Detector response. Di�erences between data and Monte Carlo are not important inthe present analysis because all e�ciencies and backgrounds are obtained directlyfrom the data and only a small remaining model dependence appears due to e�-ciency correlation e�ects and eventual remaining background in the region of hardcuts. The Monte Carlo sample was corrected to adjust the winning margin dis-tribution to the data. This procedure improves the agreement between data andsimulation at the level of the DIJ matrix and the fI(�) distributions. As the anal-ysis is the same in both simulated samples an estimate of the uncertainty due tothe knowledge of the detector response was obtained as the di�erence between the19



measurements using the standard simulated sample and the corrected one plus theerror on this di�erence. The values obtained were 0.00038 for the 1992 sample and0.00089 for 1993.� The polar angle of the thrust axis. Correlation e�ects could be induced due to thedrop of tag e�ciency at the fringes of the vertex detector acceptance since both jetseither are in a region of good or somewhat worse VD acceptance. To obtain thesystematic error from this source the number of b tagged events was measured indata and in simulation as a function of j cos�thrust j. The simulation distribution wascorrected in order to reproduce the corresponding data distribution. For the error,we take the di�erence between the measurements using the standard simulation andthe corrected one and we add in quadrature the error on this di�erence. We �nd acontribution of 0.00042 for 1992 and 0.00041 for 1993.� The azimuthal angle of the jets. Due to dead or noisy modules in the vertex de-tector the e�ciency was not at in the azimuthal angle. In particular, during the1992 running, one row of the DELPHI vertex detector in one layer was dead. Inan almost back to back jet topology a bad module hit on one side results normallyin a good module hit in the other side, producing a negative correlation. The mul-tidimensional tagging is not sensitive to local defects, so the variation of the tage�ciency with the azimuthal direction of the event axis is not important. Neverthe-less, we have investigated the error due to the local drop of e�ciency which inducesa small negative correlation. The method used was the same as for the polar anglecorrelation and a contribution of 0.00034 for 1992 and 0.00009 for 1993 was found.� Beam spot constraint. This constraint can be a source of correlations owing to thebeam spot size, since the beam spot constraint is common for both hemispheres.A 10% uncertainty was assumed (which corresponds to the accuracy of the sizedetermination) and a variation on Rb of 0.00034 was found for both the 1992 and1993 years.� Acceptance bias. The bias of Z ! b�b fraction in the �nal sample was estimatedfrom simulation and was found small, (0:23� 0:20) % for 1992 in relative value and(0:42 � 0:17) % for 1993. That induces a systematic uncertainty on Rb of 0.00043for 1992 and 0.00037 for 1993.6.3.3 Uncertainties speci�c to the methodThe �t to the simulation performed in section 6.2 shows that the analysis method workswithin the accuracy given by the Monte Carlo statistical precision. In particular, it wasshown that the di�erence between the generated and the �tted Rb is 0:0018 � 0:0027 in1992 and �0:0007 � 0:0026 in 1993. By other hand, as was indicated in section 6.1, themethod assumes that estimations of the CbI column of the classi�cation matrix can beextracted asymptotically. The e�ect of this assumption can be tested by �tting Rb inthe simulation with the CbI parameters �xed to their true values. The di�erence obtainedwith respect to the full measurement was 0:0011 � 0:0022 for 1992 and �0:0001 � 0:0021for 1993, where errors are the statistical di�erences of both measurements. These valueswere used to correct the Rb derived from the �ts to the data and theirs errors were takenas a systematic uncertainty on the measurement which considers e�ects from the analysis20



91 Data 92 Data 93 Data CombinedResult 0:22410 0:21372 0:22074 0:21863Statistical error �0:00630 �0:00509 �0:00510 �0:00318Model uncertainties �0:00077Simulation statistics on correlations �0:00277 �0:00161 �0:00150 �0:00104c�c events (�c�c=�had) �0:00040Detector response �0:00087 �0:00038 �0:00089 �0:00068Polar angle acceptance �0:00075 �0:00042 �0:00041 �0:00048Azimuthal angle acceptance �0:00093 �0:00034 �0:00009 �0:00036Beam spot size �0:00034Acceptance bias �0:00070 �0:00043 �0:00037 �0:00027Analysis method �0:00384 �0:00222 �0:00210 �0:00145Total systematic error �0:00509 �0:00300 �0:00295 �0:00221Total error �0:00810 �0:00591 �0:00589 �0:00388Table 9: Breakdown of the error and the combination of results of �b�b=�had obtained fromthe multivariate tag for each year and the obtained one from the combination. Commonsystematic errors are only written in the column of the combined analysis.method. This becomes the most important contribution to the systematic error whichis uncorrelated between the di�erent years and could be reduced with more simulationstatistics.Therefore we quote as �nal values, including acceptance and systematic correctionsRb = 0:2137 � 0:0051(stat)� 0:0030(syst)and Rb = 0:2207 � 0:0051(stat)� 0:0030(syst)for 1992 and 1993 data respectively.6.4 Combination of the 91 to 93 resultsIn order to combine the analyses presented here with the corresponding one made withthe 1991 data, the following assumptions are made:� All statistical errors are assumed to be independent.� The errors due to model uncertainties on e�ciency correlations and b tag back-grounds are taken fully correlated.� The error due to �c�c=�had was assumed to be fully correlated.� The error from acceptance bias was assumed uncorrelated.� All other errors from detector e�ects are zero for the 1991 analysis because theywere assumed to be well described within the statistical error from the �t to thesimulation. In order to be consistent in the average, for this year these errors havebeen recomputed using the same method described previously. Finally they wereconservatively assumed to be fully correlated.21



With these assumptions the �nal result isRb = 0:2186 � 0:0032(stat)� 0:0022(syst) � 0:0004(�c�c) (9)The values from the o�-peak data taken in 1993 have been corrected for the smallexpected change to the on-peak value as explained in section 6.2 the o�-peak 1991 data,being of much smaller signi�cance, have not been corrected.The breakdown of the error and the combination of results are given in table 9.7 Combination of the ResultsThe results from the di�erent analyses have been combined taking into account the com-mon systematic errors. The statistical correlation between the mixed tag and the otheranalyses can be neglected. The correlation between the double vertex tag and the mul-tivariate analysis has been estimated using a Monte Carlo technique to be less than 0.35(90% C.L.). Conservatively this value has been used in the average3. The combined resultis: Rb = 0:2210 � 0:0016(stat)� 0:0020(syst)� 0:0012(Rc):The breakdown of the error is given in table 10.8 ConclusionsThree di�erent measurements of the partial decay width Rb of the Z into b-hadronshave been performed. Events were selected either by leptons carrying high transversemomentum or with tracks having a large impact parameter. From the di�erent analysesthe following results were obtained:Double lifetime tag:Rb = 0:2216 � 0:0017(stat) � 0:0027(syst) � 0:0018(Rc)Mixed tag: Rb = 0:2231 � 0:0029(stat) � 0:0035(syst) � 0:0012(Rc)Multivariate analysis:Rb = 0:2186 � 0:0032(stat)� 0:0022(syst)� 0:0004(Rc):The Rc error always corresponds to a Rc variation of 8% around its Standard Model value.Combining all numbers the following result is obtained:Rb = 0:2210 � 0:0016(stat)� 0:0020(syst)� 0:0012(Rc):All results are in agreement with those of other measurements at LEP [15, 16]. Assum-ing a mass of the top quark of mt = 180�12 GeV as obtained from a simple average of theCDF [17] and the D0 [18] measurements the Standard Model predictsRb = 0:2155�0:00053The most probable value for the correlation was found to be 0. It has been checked the �nal resultdoesn't change using this value. 22



UncertaintyError Source Range dvt mt mult comb.Internal experimental e�ects:Hemisphere correlations �0:0011 0 �0:00144 �0:0008Lepton-vertex correlations 0 �0:0013 0 �0:0003Resolution function �0:0009 �0:0009 �0:00068 �0:0008Lepton sample purity 0 �0:0019 0 �0:0004acceptance bias �0:0002 0 �0:00027 �0:0001Method 0 0 �0:00145 �0:0005hxE(c)i 0:49� 0:02 �0:0005 �0:0005 �0:00015 �0:0004Br(c ! `) (9:8� 0:5)% 0 �0:0010 0 �0:0002Semilept. model b! ` [9] (+ACCMM�ISGW�� ) 0 �0:0011 0 �0:0002Semilept. model c! ` [9] ACCMM1 (+ACCMM2�ACCMM3) 0 �0:0008 0 �0:0002D0 fraction in cc events 0:557� 0:053 �0:0001 �0:0001 �0:00002 �0:0001D+ fraction in cc events 0:248� 0:037 �0:0013 �0:0008 �0:00005 �0:0008(D0 +D+) fraction in cc events 0:80� 0:07 �0:0008 �0:0005 �0:00006 �0:0005Ds fraction in cc events 0:15� 0:03 �0:0006 �0:0004 �0:00022 �0:0004D0 lifetime 0:420� 0:008 ps �0:0003 �0:0002 �0:00004 �0:0002D+ lifetime 1:066� 0:023 ps �0:0004 �0:0002 �0:00003 �0:0002Ds lifetime 0:450+0:030�0:026 ps �0:0003 �0:0002 �0:00004 �0:0002�c lifetime 0:191+0:015�0:012 ps 0 0 �0:00007 0D decay multiplicity 2:53� 0:06 �0:0006 �0:0004 �0:00002 �0:0004BR(D ! K0X) 0:46� 0:06 �0:0008 �0:0007 �0:00005 �0:0006g! bb per multihadron (0:18� 0:09)% �0:0003 �0:0003 �0:00001 �0:0002g! cc per multihadron (1:3� 0:7)% �0:0001 �0:0001 �0:00001 �0:0001Rate of long-lived light hadrons Tuned JETSET�10% �0:0006 �0:0005 �0:00004 �0:0004Rc 0:171� 0:0014 �0:0018 �0:0012 �0:00040 �0:0012Table 10: Summary of systematic errors on Rb obtained from the double vertex tag (dvt,section 4), the mixed tag (mt, section 5), the multivariate tag (mult, section 6) and thecombination of the three analyses. Detailed explanations how the di�erent error sourcesare obtained can be found in [9].[19] whereas Rc does not depend signi�cantly on other parameters. This number is about2.1 standard deviations lower than our measurement assuming Rc = 0:171.In addition the ratio of the fraction of b�b-events in the hadronic event sample betweenthe peak and the o� peak energies has been measured. The valuesRb(89:49GeV )Rb(91:25GeV ) = 0:982 � 0:015Rb(93:08GeV )Rb(91:25GeV ) = 0:997 � 0:016have been found, well in agreement with the standard model prediction of 0.997 and 0.998.AcknowledgementsWe are greatly indebted to our technical collaborators and to the funding agencies fortheir support in building and operating the DELPHI detector, and to the members of theCERN-SL Division for the excellent performance of the LEP collider.23
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