
ICHEP94 Ref. gls0229 c DELPHI 94-93 PHYS 410Submitted to Pa 01 1st June, 1994Pl 02New Measurement of the �b�b=�hadBranching Ratio of the Z withMinimal Model DependencePreliminaryDELPHI CollaborationP. Billoir, H. Briand, V. Castillo, E. Cortina, E. Hig�on,F. Mart��nez-Vidal, J. Salt and Ch. de la Vaissi�ereAbstractA new measurement of �b�b=�had branching ratio of the Z by double hemispheretagging is presented. The basis of the method was already presented in a previouspaper and now is applied to the data taken during 1992 at LEP in DELPHI. Thetagging technique uses the precision tracking information given by the microvertexdetector and it is based on a multivariate analysis technique. From about 440000hadronic Z decays, �b�b=�had is found to be�b�b=�had = 0:2166� 0:0058(stat)� 0:0031(syst)� 0:0005(�c�csyst)Combining this number with the obtained result for the 1991 data, a value of�b�b=�had = 0:2196� 0:0044(stat)� 0:0029(syst)� 0:0005(�c�csyst)is found. These results are almost independent of the modelling features.



1 IntroductionIn the Standard Model, the decay Z ! b�b di�ers from other hadronic Z decays becauseof the existence of �nal state electroweak interactions involving the top quark[1]. Thee�ect of these vertex corrections can be isolated in the �b�b=�had ratio, independently ofother theoretical uncertainties in �nal state strong interactions or higher-order propagatorterms, which cancel in the ratio. The value of �b�b=�had can be used to infer the top massthrough these vertex corrections [2] in the Minimal Standard Model. The prediction forthe partial width ratio �b�b=�had varies by over 3 % when mt varies from 80 to 260 GeV=c2,requiring a measurement at the level of 1 % precision to set meaningful constraints on thetop quark mass. Moreover, the e�ect of these vertex corrections are sensitive to extensionsof the Minimal Standard Model.In this paper we present a new measurement of the �b�b=�had branching ratio fromabout 440000 hadronic Z decays taken in 1992 with the DELPHI detector at LEP usingthe method already presented in [3] [4] for the 1991 data taken. The value �b�b=�had =0:2241 � 0:0063(stat) � 0:0044(syst) � 0:0012(�c�csyst) was obtained. We have shown inthat paper that it is possible, by combining two independent taggings applied to bothhemispheres of the hadronic event, to measure the b avour composition of a sample ofhadronic events with a minimal model dependence. However, this needs a pure b samplein the limit of hard cuts. For this reason, an elaborate procedure combining events shapeand microvertex variables in a multivariate analysis is used, in order to maximize theevent information and to take advantage of the high precision of the DELPHI microvertexdetector. Physical quantities are extracted from the data without any explicit reference toa simulation model, in such a way that the results are almost independent of the modellingfeatures (e.g. lifetimes, fragmentation functions, branching ratios). In this respect theMonte Carlo dependence is minimal.The outline of this paper is as follows. In section 2, after a brief description of theDELPHI detector, we describe the selection and processing of the hadronic events. Anoverview of the tagging technique is presented in section 3. The �t procedure and the�b�b=�had measurement are described in sections 4 and 5. Section 6 is devoted to thediscussion of the systematic uncertainties and in section 7 appear the results and thecombination with the 1991 analysis.2 Track and Event SelectionThe DELPHI detector has been described in detail elsewhere [5]. Therefore we shallmention here only the main features of the vertex detector (VD) which is essential to ouranalysis.The vertex detector in the 1991/92 con�guration is formed by 3 concentric shells ofSi-strip detectors at radii of 6.5, 9 and 11 cm respectively. It covers the central regionover a length of 24 cm and de�nes an angular acceptance of 270 � 1530, 370 � 1430 and420 � 1380 for hits in one, two or three layers. Each layer is composed of 24 azimuthalmodules with about 10% overlap in � and each module consists of 2� 4 plaquettes alongz. The intrinsic r� resolution per layer, including alignment errors, has been evaluated1



to be 8�m.This analysis is based on 440k real events collected in 1992 and passing the selectioncuts, which are the same as in reference [3]. For cross-checking we have used a simulatedsample of 549k events generated with a b lifetime of 1.6 ps [9] after passing the same cuts.The trajectories of charged particles include the microvertex hits. The trajectory isextrapolated to the point of closest approach to the z axis ('along the beam'), takingthe traversed material into account in the error matrix. After this �t, the events areselected according to the cuts described in [3]. A cut at 0.75 was made on the cosine ofthe polar angle of the sphericity axis. This ensured that most of the tracks are within theacceptance of the microvertex detector.The bias of Z ! b�b fraction in the �nal sample is small (0:74 � 0:28%) and has beentaken into account in all presented results.3 The tagging techniqueEach event is subdivided into two hemispheres by a plane normal to the sphericityaxis. The particles are distributed in jets using the LUND algorithm (LUCLUS) withdjoin = 2:5 GeV and the jet direction is given by the internal thrust axis. All particlesassigned to jets making an angle of less than 900 with the sphericity axis are attributedto hemisphere 1, the other ones to hemisphere 2. In order to improve the independencebetween opposite hemispheres, a primary vertex is computed on each side with an iterativeprocedure which includes all the charged particles in that hemisphere.The beam spot position and dimensions were measured �ll by �ll. This informationhas been used as a constraint in the vertex �t. The measured horizontal beam spot sizewas around 100�m in average and the vertical one around 10�m. The inclusion of thisconstraint increases the discriminating power of the tagging, but it represents a commonfeature of the hemispheres.The tagging algorithm is based on a multidimensional analysis. The details of thetechnique can be found in [6] [7] and are the same that were applied for the 1991 analysis[3] [4]. Here we just mention the general features.The probabilities puds, pc and pb to observe a set of tagging variables for each hemi-sphere of event are computed from model distributions 1. The logarithm of these threeprobabilities, called class-likelihoods (Luds = ln puds, Lc = ln pc and Lb = ln pb), are thebasis of our classi�cation.The hemispheres are �rst classi�ed into 3 tags as follows (the u, d and s avours weremerged in a single uds light "tag", since the tagging variables have the same distributionsfor these three avours). The avour likelihoods are sorted in decreasing order as Lfirst,Lsecond, Lthird. The hemisphere is tagged uds, c or b according to the highest probabilityLfirst. We introduce a winning margin� = ln(pfirst=psecond) = Lfirst � Lsecond (1)which is a sensitive indicator of tag clarity. Figure 1 represents the distributions of thewinning margin observed in the simulation for the three tags.1These model distributions are taken from a training sample of simulated events.2



0

2000

4000

6000

0 1 2 3 4 5 6

Winning margin ∆
N

um
be

r o
f e

ve
nt

s

0

2000

4000

0 0.5 1 1.5 2 2.5 3 3.5 4

Winning margin ∆

N
um

be
r o

f e
ve

nt
s

0

2000

4000

6000

0 2 4 6 8 10 12 14 16 18 20

Winning margin ∆

N
um

be
r o

f e
ve

nt
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TIJ =Xl C lIC lJ(1 + �lJI)Rl (2)In eq. (2), Rl is the avour fraction for a given sample (Rb is the branching ratiowe want to extract). C lI is the probability to classify an hemisphere of avour l into thecategory I. The 6 � 3 array C lI (called classi�cation matrix) is assumed to be the samefor both hemispheres. Except for light avours and very hard gluon emission, the quarkand the antiquark are produced in opposite hemispheres, therefore the same avour indexshould be associated with both hemispheres. In a �rst approximation, the probability toclassify an event of a given avour l in one hemisphere is independent of the classi�cationin the other hemisphere. In order to take into account inter-hemisphere correlations acorrelation matrix �lJI is introduced �lJI = DlIJC lIC lJ � 1 (3)where DlIJ is the double tag fraction for avour l. If the hemispheres are independent, all�lJI elements are equal to zero. The values of these elements estimated from simulationare shown in �gure 2 with their statistical errors for the six categories. Most of them aresmall or not signi�cant 2.It is not possible to extract Rb by a simple �t of the matrixDIJ because of the rotationdegeneracy explained in [3]. To solve this problem, a second set of observables used inthe �t are the distributions of the category fractions fI(�). Among the events which havebeen tagged b in one hemisphere with a winning margin �i < � < �i+1, let us considerthe number NI(�i) of events classi�ed in the category I for the other hemisphere. Thefraction fI(�i) for the bin i is fI(�i) = NI(�i)PJ NJ (�i) (4)It has been shown in ref. [3] that, if the hemispheres are independent, these distribu-tions tend towards CbI when b purity is achieved in the b tag hemisphere for large valuesof �. The validity of this assumption of high purity can be seen in �gure 1. If one takesinto account correlations between hemispheres the asymptotical value isXbI = lim�!1 fI(�) = (1 + �b;asymI )CbI (5)where �b;asymI = lim�!1 �bI6(�) is the asymptotical correlation coe�cient for each tag I.Monte Carlo studies [3] have shown a good stability of �bI6(�) when � increases. To agood aproximation �b;asymI can be taken equal to �bI6(6:0), i.e. to the element �bI6 of thecorrelation matrix de�ned in eq. (3). Therefore, apart from the potential bias due to�b;asymI , the XbI asymptotes of the fI(�) distibutions are estimators of the CbI column ofthe classi�cation matrix.After a detailed study, it was found experimentally that the best parametrization ofthe fI(�) distributions for the DELPHI data is the exponential function with a gaussianresolution function,2For example, the largest factor is �b11 = 0:52� 0:15, but it a�ects only 1=1000 of b�b events.4
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Figure 2: Double tag hemisphere correlation factors �lJI .5



fI(�) = XbI + f shapeI (�) = XbI + aIp2�cI e�bI�e��2=2c2I (6)where the aI , bI and cI are free parameters. Parameters bI and cI give only the shape ofthe distribution function and aI is a scale parameter.For the 1991 analysis, eq. (6) was used to �t the fI(�) fractions to extract XbI . Theseestimators of the CbI column were injected in a �nal �t of the matrix DIJ to extract Rb.For the new data we have decided to simplify this procedure, by merging the two �ts intoa single one. We minimize the global objective G(C;R) function de�ned asG(C;R) =XIJ fDIJ � TIJg2�2IJ + XI;� nfI(�)� CbI (1 + �b;asymI )� f shapeI (�)o2�2fI(�) (7)This allows the simultaneously determination of the classi�cation matrix and the Rlcompositions. The �IJ are the statistical errors of the DIJ elements and the �fI(�) is theexperimental error on fI(�) for each bin of �. With this function, a remaining degeneracyin the uds� c sector is still present but it can be removed for instance by �xing Rc to thestandard model value or to the current measured value. It should be remarked that thisconstraint has no e�ect on any parameter of the b sector.The �t solution has to be compatible with the following constraints:� PI C lI = 1 for all values of l;� PlRl = 1 ;� PIJ DlIJ = PIJ C lIC lJ (1 + �lJI ) = 1 for all values of l; and� PI CbI (1 + �b;asymI ) = 1.The method of Lagrange Multipliers is appropriate to deal with this problem. Thematrix itself has to obey the normalization condition PIJ DIJ = 1 with the requirementof symmetry DIJ = DJI . With the 6 categories, the binning of fI(�) and assuming thatthe �lJI are zero, the total number of independent observables is 220 for 35 independentparameters to �t 3.The advantages of this global �t are mainly two: �rst, correlation e�ects (matricialand asymptotical ones) can be studied simultaneously with the two sets of observables;second, the �nal solution is the best compatible between the set of degenerated solutions(given by the �rst term of the G function) and the estimates of the b tagging e�ciencies(second term of G).Some events, in particular of the b avour, enter in the term DIJ and in the distribu-tions fI(�). The de�nition of the G(C;R) function does not take into account this "doublecounting". In order to estimate correctly the statistical error, we have generated arti�cialdata sets by uctuating randomly the number of events on the cells of the matrix DIJand on the bins of the distributions fI(�) by considering their correlation. The dispersionof the �tted Rb was taken as the statistical error of the �t. This error agrees within 5%3When all �lJI are taken zero the constraints PIJ DlIJ = 1 andPI CbI (1 + �b;asymI ) = 1 are the sameasPI ClI = 1. Therefore, by considering correlations the total number of degrees of freedom increases to189. 6



with the estimation given by the �2 + 1 method and therefore we conclude that the nete�ect of this "double counting" is small. 45 �b�b=�had measurement5.1 Monte Carlo cross-checkingWe have minimized the function G(C;R) with the Monte Carlo sample, �xing the Rcparameter to the "world" measured value of 0.171 [10]. As has already been remarked, thisconstraint has no e�ect on any parameter of the b sector. Figure 3 shows the populationof the double tagged categories. The contributions of the three avours are detailed alsothere. As can be seen uds and b events populate opposite corners, while c events overlaplargely with uds and b. The plots of the fI(�) distributions as a function of the clearwinning cut value � with the results of the �t are shown in �gure 4. The validity of theassumption of the asymptotic �t that there is no irreducible background from light and cquarks can be clearly seen in the �gure.Figure 5 compares the CbI �tted values when one take all correlation coe�cients equalto zero and when they are assigned their true values. As expected, the CbI �tted valuesusing the actual correlation coe�cients are neare to the corresponding true CbI . However,the di�erence with respect to the case when all correlation coe�cients are taken as zerois small.The �tted b fraction when all correlations are taken to be zero is Rb = 0:2169 �0:0036(stat) with Gmin=ndof = 218:6=185. If one takes into account the correlations,this value change to 0:2162 with Gmin=ndof = 196:8=189. These two values should becompared to the generated value of 0.217. Those results mean that only a drop of �0:0007is found on the �nal �tted Rb when correlations are considered. This suggest that thesensitivity of the method to the provided pattern of correlations is small.5.2 Real dataIf one repeats the �t for the real data, asuming no correlations, the �tted b fractionis Rb = 0:2166 � 0:0058(stat) with Gmin=ndof = 190:5=185. The plots of the fI(�)distributions with the results of the �t are shown in �gure 6. The �tted classi�cationmatrix can be seen in �gure 5. The b tag e�ciency in the category 6 (clear b tags) issmaller in data than on Monte Carlo. The larger statistical error of Rb on data than onsimulation reects the smaller e�ciency of the tagging.4A total of 50 data sets was generated. The "b" cells of the tensor DIJ with I or J > 3 and the fI(�)were computed from the NI (�i) which are the elementary obervables that were uctuated randomly. Thenon� b cells with I and J < 3 were uctuated independently. This procedure takes into account exactlythe double counting. 7
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Figure 3: Population of the double tag matrix on Monte Carlo with the uds, c and bcontributions. Note that the axes for the b contribution are rotated by 180 degrees withrespect to the other plots.6 Discussion of systematic errorsIn the study of the systematic errors we have distinguished two kind of errors: errorsspeci�c to the method and errors due to uncertainties on physical parameters (non speci�cerrors). In the latter we have followed the prescriptions of the LEP Electroweak WorkingGroup [12] and they have been sorted in three parts: the b sector, the uds� c sector and�nally the inuence of �c�c. Table 1 summarizes all the contributions to the systematicerror.6.1 Speci�c errors to the method6.1.1 E�ect of hemisphere correlationsOn Monte Carlo, a small di�erence on Rb (-0.0007, i.e 0.3% in relative value) is ob-served if one takes into account the true correlation matrix in the �t or if one neglects it.This small bias is a proof that the method is almost insensitive to the particular pattern ofcorrelations. There is no evidence for a fundamentally di�erent correlation pattern in realdata with respect to the simulation. The error made on data in neglecting the correlationpattern should be similar to the one made on Monte Carlo. We obtain a estimate of this8
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Figure 4: fI(�) distributions with the results of the �t for simulation. The big cross-hatchedarea indicates the sum of the uds and c contaminations while the small cross-hatched areais the uds contribution. No irreducible uds and c background is observed in the asymptoticregion, especially in f4(�), f5(�) and f6(�) distributions which are the most signi�cant forthe Rb extraction. The dotted horizontal lines show the expected CbI values.9
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Figure 6: fI(�) distributions with their asymptotic �ts for DELPHI 92 real data. Thedotted horizontal lines show the �tted CbI values.11



error by varying the �lJI elements around their values according to their statistical errorsand by repeating the �t. We have found a dispersion on Rb of 0.0022, three times largerthan the observed bias. We shall take this dispersion as the uncertainty due to the limitedMonte Carlo statistics. This will be the main source of systematic error. Moreover weadd the e�ect of individuals sources of correlation 5.6.1.2 E�ect of hard gluon emissionThe e�ect of hard gluon emission producing a b�b pair in the same hemisphere (about2 % of the b�b events according to the simulation) might be the source of an excess of bevents in the (small I,large J) and (large I,small J) cells. In order to evaluate systematicerrors, we have performed a �t on simulation, removing the events with two b jets inthe same hemisphere and recomputing the b fraction in the reduced sample. We take forthe systematic error due to this e�ect a 20% of the di�erence between the �tted valueof Rb (for the sample without events with a hard gluon) and the expected one and itbecomes 0.0007. 20% is deduced from the uncertainty in �s and from the di�erence inthe prediction of the Lund parton shower and matrix element model.6.1.3 QCD e�ectsHadronic Z events with a three or more jet topology may introduce kinematic corre-lations. The dependence of the Rb result upon the number of jets found in each eventswas examined using the Monte Carlo sample. As a cross-check the events were dividedinto two categories: events with two and events with three or more jets. The �t was ableto follow accurately the b fractions which vary with jet multiplicity. The systematic e�ectwas estimated by changing the expected fraction of events with a two jet topology by 20%.6.1.4 Errors due to apparatus� Acceptance. The change in the b fraction due to the acceptance cuts was found to be(0:74�0:28%) from Monte Carlo simulation. This induces a systematic uncertaintyon Rb of 0.0006.� �sph correlation. Correlation could be induced due to the drop of tag e�ciency atthe fringes of the vertex detector acceptance. The VD acceptance cut on j cos�sph jwas moved from 0.65 to 0.85 and the variation of Rb was small and consistent withthe statistical uctuations.� �sph correlation. During the 1992 running, one row of the DELPHI vertex detectorin one layer was dead. This tagging is not very sensitive to local defects, so thevariation of the tag e�ciency with the azimuthal direction �sph of the event axis is5Asymptotic correlation factors �b;asymI were also changed, taking into account the small instabilitiesof �bI6(�) for running �. A negliglible change, with respect to the previous error, was found on the �nal�tted Rb value. 12



not important. Nevertheless, we have investigated the error due to the local dropof e�ciency which induce a small negative correlation and a contribution of 0.0011was found.6.1.5 Other speci�c errors� Beam spot constraint. This constraint can be a source of correlations owing to thebeam spot size, since the beam spot constraint is common for both hemispheres.A 10% uncertainty was assumed (which corresponds to the accuracy of the sizedetermination) and a variation on Rb of 0.0004 was found.� E�ect of classi�cation. We have taken a di�erent training sample than the oneused in the computation of the class-likelihoods, which are the basis of the tagging(the two training samples had di�erent lifetimes 1.2 and 1.6 ps). Another e�ect tobe considered is the choice of �cut;lowb and �cut;upb which de�ne the boundaries of bcategories. Considering all these e�ects a contribution to the systematic error of0:0007 is found.� Fit procedure, including the choice of the fI(�) parametrization and bin range ofthe fI(�) distributions used in the minimization of G(C;R). A remarkable stabilityon the �tted Rb was obtained, consistent with the statistical di�erences. Moreoverdi�erent equivalent parametrizations of the fI(�) distributions (uniform in the lastbins, exponential inverse polynomial functions, etc) were tried and a very goodstability was obtained compatible with the small statistical di�erences.6.2 Uncertainties in the b sectorIn the absence of hemisphere correlations, the Rb measurement is mathematicallyindependent of the factors that a�ect b production or decays, for example fragmentationor lifetimes. The �t does not use external values of the e�ciencies (classi�cation matrix)- which are sensitive to these parameters - but measures them also on the data. In thepresence of non-zero correlations, a variation of these parameters may a�ect slightly theresult of Rb. Therefore, we have checked the e�ect of a variation of correlation e�ects withthe b lifetime, using the same simulated sample with di�erent weightings. The change onRb was 0.0006 when going from 1.6 ps to 1.2 ps. If one takes into account that the currentuncertainty on the b lifetime is 0:033 ps [9], this leads to an actual contribution smallerthan 0.0001. The uncertainty due to the fragmentation function was estimated by varingthe mean energy of B hadrons within the error limits < xE(b) >= 0:70 � 0:02 [12].6.3 Errors from the charm and light quark sectorsMost methods of extraction of the Rb quantity assume the knowledge of the tag e�-ciencies for the uds and c avours. These e�ciencies, taken from simulation, are sensitiveto theoretical uncertainties in the uds and c sectors. They are source of systematic errors.13



In this method, Rb is extracted independently of these e�ciencies (which are simulta-neously obtained by �tting the data). In the absence of hemisphere correlations, thecorresponding systematic errors are exactly zero. However, we have checked that theseerrors are of second order. Finally, we conservatively added these contributions in.The uncertainty due to the fragmentation function was estimated by varing the meanenergy of D hadrons within the error limits < xE(c) >= 0:51 � 0:02 [12]. The uncertain-ties from the relative production rate of D hadrons, their lifetimes, decay multiplicitiesand inclusive branching ratios D! K0X were obtained by varing their measured valuesaccording to [12]. The systematic error from uncertainties in production of long livedparticles in light quark events (K0, �, hyperons) was obtained by variation of the corre-sponding production rates in simulation by � 10%. The variation on the measuredRb wasnegligible. The systematics from the gluon splitting g ! b�b and g ! c�c was obtained fromthe variation of fraction of such events by 50 % as proposed in [12] and also a negligiblecontribution was obtained.6.4 Error from �c�cThe error on Rb due to actual amount of charm events (which should be distinguishedfrom the formal Rc parameter of the �t) was estimated changing the c�c fraction by onestandard deviation from its measured value (Rc = 0:171 � 0:014 [10]). A variation of�0:0005 was found on the di�erence between the �tted and the expected values.7 Results and combination with the 1991 analysisA new measurement of �b�b=�had was performed using a multidimensional analysistechnique. The tagging uses the high precision tracking information given by the DELPHImicrovertex detector. With the double hemisphere tagging and with a simultaneous �tof the double tag matrix and the b winning margin distributions, the tagging e�cienciesand the ratio �b�b=�had are directly obtained by �tting the data, without any explicitreference to a simulation model, in such a way that the results are almost independentof the modelling features. In this respect the Monte Carlo dependence is minimal. Thequoted value of �b�b=�had for 1992 data from about 440000 hadronic Z decays is�b�b=�had = 0:2166 � 0:0058(stat)� 0:0031(syst)� 0:0005(�c�csyst)where the main contribution to the systematic error is due to the limited Monte Carlostatistics.In order to combine the analysis presented here with a similar one made with the 1991data, the following assumptions are made:� All statistical errors are assumed to be independent.� The errors due to QCD e�ects and hard gluon emission are taken fully correlated.� The error from acceptance bias was assumed uncorrelated. All the other speci�cerrors to the method are taken fully correlated.14



� The uncertainties due to the b fragmentation and b lifetime are assumed to be fullycorrelated.� The errors from the charm and light quark sectors are also taken as fully correlated.� The error due to �c�c was assumed to be fully correlated.With these assumptions the combined result is�b�b=�had = 0:2196 � 0:0044(stat)� 0:0029(syst)� 0:0005(�c�csyst)Table 1 summarizes all the contributions to the systematic error for the current analysisand for the combined result.Source Range of variation �syst (1992) �syst (1991+1992)Monte Carlo statistics 0.0022 0.0022Acceptance bias 0.0006 0.0005Azimuthal angle acceptance 0.0011 0.0007Beam spot size �10% 0.0004E�ect of tagging 0.0007 0.0009E�ect of hard gluon emission See text 0.0007QCD e�ects See text 0.0009b quark fragmentation < xE(b) >= 0:70 � 0:02 0.0004Average b lifetime 1:538 � 0:033 ps 0.0001c quark fragmentation < xE(c) >= 0:51 � 0:02 0.0003D decay multiplicity 2:39 � 0:14 0.0003Br(D ! K0X) 0:46 � 0:06 0.0004D0 fraction in c�c events 0:557 � 0:053 0.0005D+ fraction in c�c events 0:248 � 0:037 0.0003Ds fraction in c�c events 0:12 � 0:05 0.0007D0 lifetime 0:420 � 0:008 ps 0.0001D+ lifetime 1:066 � 0:023 ps 0.0002Ds lifetime 0:450 � 0:0030 ps 0.0001�c lifetime 0:191 � 0:0015 ps 0.0002Production of light hadrons Tuned JETSET �10% 0Gluon splitting See text 0c�c events (�c�c=�had) 0:171 � 0:014 0.0005Total systematic error 0.0032 0.0030Table 1: Contributions to the systematic error on �b�b=�had for the 1992 analysis and theobtained one from the combination with the 1991 result. The values which are the samein the combined result than in the 1992 analysis are only writen for the combined one.The measured �b�b=�had value is in good agreement with the Standard Model predictioncomputed with the ZFITTER program [11] and with previously published measurements[8]. The weak dependence of �b�b=�had on �c�c=�had avoids important systematic uncertain-ties from the charm sector. 15
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