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1 IntroductionThe ratio of the b quark partial width of the Z0 to its hadronic width is a particularlyinteresting quantity in the Standard Model. The propagator corrections that are measuredwith great precision elsewhere [1] largely cancel and only corrections to the Zb�b vertexremain [2]. With a precise measurement of Rb = �b�b=�had the top quark mass can bepredicted essentially without residual model dependence.In this paper we present two measurements with the DELPHI detector at LEP usingabout 250000 hadronic Z0 decays taken in 1991.Both measurements take advantage of the DELPHI microvertex detector which allowsa highly e�cient separation of b and light quark events. The fraction of b events and theirtagging e�ciency are measured in both cases simultaneously by comparing the numberssingle and double hemisphere tagged events.The �rst method which is similar to an analysis published by the ALEPH collaboration[3] uses only the signi�cance of the impact parameters of charged tracks. Since this methodis rather simple, the background from light quarks can be estimated reliably from a MonteCarlo simulation.The second method is constructed to have reduced Monte Carlo dependence. Asexplained later this needs an extremely pure b sample in the limit of very hard cuts. Forthis reason a more elaborate procedure combining event shape and microvertex variablesin a multivariate analysis is used.The outline of this paper is as follows. After a brief description of the DELPHI detectorand the track and event selection, the main features of the two analysis are given. This isfollowed by a section explaining the combination of the two results and by our conclusions.2 Track and Event SelectionThe DELPHI detector has been described in detail elsewhere [4]. Therefore we shallmention here only the main features of the vertex detector (VD) which is essential to ouranalysis.The vertex detector in the 1991 con�guration was formed by 3 concentric shells ofsilicon strip detectors at radii of 6.5, 9 and 11 cm respectively. It covers the central regionover a length of 24 cm and de�ned an angular acceptance of 270 � 1530, 370 � 1430 and420 � 1380 for hits in one, two or three layers. Each layer was composed of 24 azimuthalmodules with about 10% overlap in azimuth and each module consisted of 4 plaquettesalong the beam direction. The intrinsic r� resolution per layer, including alignment errors,has been evaluated to be 8�m.The track and event selection was slightly di�erent in the two analysis, however thegross features are the same. Charged tracks were required to be well measured in theDELPHI tracking system. For the measurement of impact parameter related variables,they were only used if they had at least two hits in the VD. Neutral showers in the elec-tromagnetic calorimeters were used to de�ne hadronic Z decays and for the measurementof event shape variables. To select hadronic Z decays a minimum number of 5(6) chargedtracks and 10(20) GeV of seen energy were required in �rst (second) analysis. To ensurethat most tracks were well contained in the VD acceptance it was also required that thecosine of the polar angle of the thrust axis was smaller than 0.75.1



3 Signi�cance AnalysisThis method is based on the fact that the b and �b quarks Z0 from decays (and thecorresponding heavy hadrons) are normally produced in opposite directions. On dividingsuch an event into 2 hemispheres (e.g. by the thrust axis), each will in general containone b hadron.If with some tag one can select a pure b 
avour sample in one hemisphere, it is possibleto �nd the e�ciency of this selection and the fraction of b�b events in the initial sample ina model-independent way by comparing the number of selected single hemispheres withthe number of events in which both hemispheres are selected.In practice the situation becomes more di�cult because the background from the other
avours cannot be fully suppressed and thus should be subtracted properly. Additionalproblems arise from the fact that the hemispheres are not absolutely independent and thetag in one hemisphere biases the e�ciency in the other, though this bias is small.These statements may be expressed in the following form. If with some tag the e�-ciencies to select di�erent 
avours in one hemisphere are �b, �c and �q (where q stands for(uds) quarks, which are not separated) and the e�ciencies to select events in which bothhemispheres are tagged are �0b, �0c and �0q, one can write:RH = Rb � �b +Rc � �c + (1�Rb �Rc) � �q (1)RE = Rb � �0b +Rc � �0c + (1�Rb �Rc) � �0q' Rb � f�2b + �b � (�b � �2b)g+Rc � �2c + (1�Rb �Rc) � �2q: (2)In these equations RH is the fraction of tagged hemispheres, RE the fraction of events inwhich both hemispheres are tagged and Rb and Rc the fractions of Z0 ! b�b and Z0 ! c�cevents respectively in the initial sample. It is supposed that hadronic decays of the Z0consist of b�b, c�c and light quark �nal states, so that the fraction of the light quarks maybe written as Rq � (1 �Rb �Rc). The event e�ciency for the b 
avour, �0b, is expressedas �0b = �2b + �b � (�b � �2b), which takes into account the correlation between hemispheres�b. This form comes from the de�nition of correlation � = <(x��x)�(y��y)>�x��y , which in thegiven case leads to �b = �0b��2b�b�(1��b) . For c and uds 
avours the tag e�ciencies �c and �q aresmall enough that the corresponding correlations do not in
uence Rb and �b and thus arenot included in the equations above.From eqns. 1 and 2 one can extract the fraction Rb and tagging e�ciency �b, providedthe values �c, �q, �b and Rc are known. The value of Rc can be taken from the worldaverage results [1], while �c, �q, �b are extracted from the Monte Carlo. If the b purity ofthe tagged sample is high, the dependence on Monte Carlo is small and may be includedin the systematic uncertainties. For the correct assignment of the errors to the measuredvalues of Rb and �b, the correlation of the variables RH and RE which are not independenthave been taken into account.3.1 The Tagging TechniqueFor the tagging of b 
avour in hadronic decays of Z0 we use the probability method,proposed originally in [3]. It is based on the fact that, because of the non-zero lifetime ofhadrons with heavy 
avour content, tracks of particles from decays of such hadrons have2



large positive 1 impact parameter with respect to the primary vertex while tracks fromthe primary vertex have impact parameters which are smaller in absolute value and maybe either positive or negative with the same frequency.For the reconstruction of the primary vertex and in the following analysis, at least 3tracks with more than one hit in the vertex detector were required. The primary vertexwas reconstructed in every event using beam spot information as a constraint. The rmsresolution of vertex reconstruction is around 50 �m for light quarks and 85 �m for the bquark. The poorer resolution for the events with a b quark is mainly due to the tracks fromthe secondary vertices which cannot be completely removed from the �t of the primaryvertex.The negative signi�cance distribution, where the signi�cance is de�ned as the impactparameter divided by its error, re
ects mainly the detector resolution and is used to buildthe probability function P (S0), which is by de�nition the probability for tracks fromthe primary vertex to have an absolute signi�cance S0 or greater. Mathematically thisfunction is obtained for negative values of signi�cance by integration of the negative sig-ni�cance distribution over the range below S0, and assuming that for positive signi�canceP (S0) should be the same:P (S0) = ( RS<S0 �(S)dS if S0 < 0P (�S0) if S0 > 0, (3)where �(S) is the probability density function of the signi�cance distribution, which isalso called the resolution curve. Additionally, to suppress tracks from the decays of bhadrons which remain due to the wrong sign assignment to the impact parameters, forthe construction of �(S) only events which pass an anti b cut P+E > 0:1 are used. Thede�nition of the variable P+E will be given later. Here we just note that in the simulationthis cut reduces the fraction of b events in the sample to 6.5 %.By de�nition, P (S0) has a 
at distribution for tracks from the primary vertex, whilefor tracks from the secondary vertices the distribution peaks at low probabilities.Using the probability function, which is calculated separately for tracks with 2 VDhits and more than 2 VD hits, one can compute the probabilities for all tracks in the eventaccording to their values of signi�cance. After that, for any group of N tracks (whichmay be tracks from the total event or from one hemisphere) the N track probability isde�ned as: PN � � � N�1Xj=0 (�ln�)j=j!; where � � NYi=1P (Si): (4)This variable gives the probability for such a group of N tracks with the observed valuesof signi�cance to all be from the primary vertex. A group of tracks from the primaryvertex should have a 
at distribution of PN , provided the signi�cances of these tracksare uncorrelated. If the group includes tracks from secondary vertices, the distributionhas a peak at low values of PN . This is illustrated in �g. 1, where the distributions ofP+E for di�erent 
avours are shown. P+E is computed using eqn. 4 for all tracks of theevent with positive signi�cance. As one can see, the distribution of P+E for light quarks isapproximately 
at, while for b quarks it has a sharp peak at 0.1The sign of the impact parameter is de�ned with respect to the thrust axis. It is de�ned to be positiveif the thrust axis is crossed in the direction of the track.3
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The variable P+E with the cut P+E > 0:1 was used to obtain a b reduced sample ofevents, which one needs to construct an undisturbed resolution curve. For the hemispheretag another tagging variable, PH , was used. PH is de�ned as the probability, computedusing 4, for all tracks in one hemisphere, regardless of the sign of the impact parameter. Itwas found that this tagging variable gives almost the same e�ciency for a given purity asthe probability computed with only tracks of positive signi�cance (P+H ), but P+H producesan additional correlation between hemispheres, because for the de�nition of the sign ofimpact parameter the common thrust axis was used. A cut of � < 2:5 mm was appliedto reduce the background from K0 and light hyperon decays. For the measurement ofRb the selection cut � log(PH) > 2:5 was applied. This gives 89% purity of the taggingsample with a selection e�ciency for b 
avour events of 23% (Monte Carlo estimates).3.2 Determination of the Resolution FunctionThe resolution function plays a crucial role for the method of tagging and for correctdetermination of all values extracted from Monte Carlo. In this analysis the resolutionfunction was determined using the data only and the Monte Carlo events were forced tohave the same distribution as the data. This was achieved by the following steps.� An analytical parameterization was found which describes the signi�cance distribu-tion with reasonable accuracy. It was checked not only for the spectrum integratedover all tracks, but also for subsamples with di�erent momenta. All coe�cients forit were extracted directly from a �t to the data.� The errors both for data tracks and for simulated tracks were assigned in the sameway depending on the track parameters.� The simulated tracks were smeared around their \true" position (i.e. around thegenerated position of the parent vertex) according to the parameterization obtained.This procedure should give the same distributions of signi�cance for data and MonteCarlo, provided the distributions of the track parameters (momentum, polar angle etc...)are the same.A comparison of the data and simulation resolution functions obtained by this tech-nique is shown in �g. 2. Good agreement between data and Monte Carlo simulation wasobtained practically over the whole range of signi�cance values.3.3 Estimates of E�ciencies and CorrelationsFor the measurement of �b�b , a cut � log10(PH) > 2:5 was used. The values of �c, �q,�b with this cut were extracted from Monte Carlo simulation and the possible sources ofuncertainties were included as systematic errors.The value of �q was found to be:�q = (0:419 � 0:010(stat:)� 0:038(syst:)) � 10�2: (5)The �rst error in 5 comes from limited Monte Carlo statistics; the second is systematic.The di�erent sources of systematic error are given in table 1. The systematic error dueto uncertainties in the resolution function was estimated by varying the values of the5
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depends on the relative production rate of D� and D0 because the lifetimes of these twomesons di�er. The relative production rate in e+e� collisions was taken from data withps below the b�b threshold [5], which excludes any contamination of b 
avour, and wasvaried by 20%. The part of the systematic error which comes from the charm hadronlifetime uncertainties was obtained by varying them within error limits taken from [5].To estimate the uncertainty due to charm decay multiplicity, the values and errors of theaverage charge multiplicity for di�erent mesons were taken from experimental measure-ments [6]. The uncertainty due to the fragmentation function is relatively small and wasestimated by varying the mean energy of charmed mesons within error limits from [7].Source of systematics ��c � 104Resolution function 7.2D�=D0 production rate 8.4D lifetime 7.0Charm decay Multiplicity 6.5Fragmentation 2.5Total 14.8Table 2: Systematic errors of charm quark e�ciency �cThe correlation between hemispheres occurs due to polar angle acceptance, to the factthat the beamspot constraint is common for both hemispheres, to the common primaryvertex which was not so well reconstructed for events with long-lived b hadrons and tohard gluon emission in Z decay which results in many-jet events and may boost b hadronsinto the same hemisphere.The value of �b together with its systematic uncertainties was again determined fromthe Monte Carlo simulation:�b = (�0:13� 0:37(stat:)� 0:18(syst:)) � 10�2 (7)As one can see, the statistical error dominates in the determination of �b. The sys-tematic error includes the in
uence of the resolution function, the di�erence in the VDe�ciency between data and Monte Carlo, a 10% change in the beamspot size (which cor-responds to its stability and the accuracy of its determination) and a 6% variation of theerrors of the primary vertex position (which corresponds to the maximal di�erence be-tween data and Monte Carlo in the accuracy of primary vertex reconstruction for sampleswith di�erent fractions of b events). The change of the lifetime of b hadrons may changethe value of the correlation between hemispheres due to poorer primary vertex reconstruc-tion and the systematic errors also include a contribution from varying the mean b hadronlifetime within current world average value (�b = 1:521� 0:034 [8]). The systematic errorfrom hard gluon emission, which may boost the two b hadrons into the same hemisphere,is estimated to be 20% of the e�ect in the Monte Carlo. This number is deduced from theuncertainty in �s and from the di�erence in the prediction of the Lund parton shower andmatrix element model. In addition to these sources the cut on the thrust axis direction{ jcos�thrj { was varied from 0.65 to 0.85. With this variation the correlation factor �b(see eq. 7) did change from -0.4 to 2.4 % but the variation of Rb is small (0.0007) andconsistent with statistical 
uctuations. 7



Table 3 shows the in
uence of the di�erent sources of systematic error in the evaluationof �b. Source of systematics ��b � 104Resolution function 10.3Beam-spot size 9.5Vertex-error estimate 8.7VD e�ciency 2.4b-lifetime 7.0Hard gluon emission 1.3total 18.1Table 3: Systematic errors of correlation factor �b3.4 ResultsFor the measurement of Rb the only remaining unknown parameter is Rc. It was takenfrom the value averaged over all LEP experiments [1]: Rc = 0:171 � 0:014. After thesubstitution of all values of e�ciencies and correlation in eqns. 1 and 2 the followingresults were obtained:�b = 0:2354 � 0:0043(stat:)� 0:0036(syst:) (8)Rb = 0:2201 � 0:0040(stat:)� 0:0044(syst:)� 0:0019(�c�c syst:):In eqn. 8 the systematic error coming from the value of �c�c is separated from all othersources. A change in the value of Rc would change Rb: �Rb = �0:14 � (Rc � 0:171).The list of systematic uncertainties is given in table 6. It includes not only the errorsdiscussed above from light and charm quark e�ciencies and the correlation factor, butalso the error due to a small bias towards b�b events in the selection of hadronic Z decays.The results in 8 were obtained for the probability cut � log10(PH) > 2:5 which wasselected to minimize the total error of Rb. The dependence of di�erent error sources onthe probability cut is shown in �g. 3. Figure 4 shows the variation of Rb when changingthe tagging cut. As one can see, there is no systematic dependence of the result on thevalue of the cut, but with variation of the cut the background content changes from 45%to 4% and the correlation factor changes from +1:5% to �0:5%. We consider this as arigorous test of the procedure for the evaluation of e�ciencies and correlations.In the signi�cance distribution there is an unavoidable contribution from the tracksfrom the decays of b hadrons which changes the resolution curve and hence may changethe �nal result. To check the in
uence of this e�ect on the obtained value of Rb, the cuton P+E , which was used to select the sample of events with reduced contents of b hadrons,was varied from 0.05 to 0.50 and the complete analysis was repeated with the resolutionfunctions determined with the di�erent cuts on P+E . The variation of the cuts changesthe content of b 
avour in the sample of events used for calibration from 12% to 3.5%,but the variation of Rb is small (around 0.0013) and well within the expected uncertaintycoming from the variation of the parameters of the resolution function.8
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In 1991 DELPHI took data at 7 di�erent centre of mass energies around the Z0peak. The di�erence between the value of Rb for di�erent energies of the colliding beamsand its value at the Z0 peak (91.2 GeV) has also been measured. This di�erence isnot sensitive to any of the systematic e�ects mentioned above and the precision of theestimate depends only on the available statistics. The small changes in e�ciencies fordi�erent centre-of-mass energies were taken from the Monte Carlo. The results obtainedare shown in �g. 5 and in table 4. The theoretical expectation of �Rb was calculatedusing the program ZFITTER [9]. As one can see, the results are consistent with theStandard Model prediction.Energy (GeV) 88.5 89.5 90.2 92.1 93.1 93.7Rb(E)�Rb(91:2 GeV) �102 -2.69 0.31 -0.62 -0.17 -0.37 -0.78Error (�102) 1.33 1.33 0.81 0.60 0.93 0.97Table 4: The di�erence Rb(E) �Rb(91:2 GeV) for the signi�cance analysis
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4.1 Principle of the methodIn this analysis the hadronic hemispheres are classi�ed into three \
avours": uds, c and b.The u, d and s 
avours were merged in a single uds light \
avour", since information onstrange hadrons was not available and the tagging variables have very similar distributionsfor the three 
avours.4.1.1 Compositions and Classi�cation MatrixThe aim of the tagging algorithm is to classify hadronic events into NT tags or categories,where NT is greater than the number NF of separated 
avours. Let C lI be the taggingprobability of an event of 
avour l into the category I (I = 1; :::; NT and l = 1; :::; NF ).The two dimensional array, C lI (hereafter called classification matrix ~C) is the same forboth hemispheres. Except for very hard gluon emission, the quark and the antiquark areproduced in opposite hemispheres; 2, therefore the same 
avour should appear in bothhemispheres.The tensor of the observables DIJ ; (I; J = 1; :::; NT ), is de�ned as the fraction of eventstagged as I and J for hemispheres 1 and 2 respectively. It is multinomially distributed. Ifthe hemispheres are independent, the expected fraction of events TIJ can be written asTIJ =Xl C lIC lJRl (I; J = 1; :::; NT) (9)where Rl is the 
avour fraction for a given sample. Rb is the branching ratio we want toextract.The minimization of the objective function G(C; x), de�ned asG(C; x) =XIJ XI 0J 0(DIJ � TIJ)V �1(DI 0J 0 � TI 0J 0) (10)where V is the covariance matrix of the DIJ elements, allows us to determine simultane-ously the classi�cation matrix ~C and the composition of Rl.The �t solution has to be compatible with the constraints: PlRl = 1, PI C lI = 1 forall values of l. A method of Lagrange multipliers is appropriate to deal with this problem[11]. The tensor itself has to obey the normalization condition PIJ DIJ = 1 with theoptional requirement of symmetry DIJ = DJI .V is a singular matrix due to the normalization condition. However, if one of the DIJelements is excluded, a new diagonal covariance matrix V � can be de�ned [12] and theobjective function is reformulated asG(C; x) =XIJ (DIJ � TIJ)2�2IJ (11)where the DIJ elements are now considered independent with Poissonian errors, �IJ .The problem cannot be solved if the number of observables (No) is less than thenumber of unknowns (Nu). We have for a given NF and NT , No = NT (NT + 1)=2 � 1,Nu = NTNF � 1. For example, for NF = 3, NT must be at least 6.2According to simulation, the fraction of b�b pairs produced in the same hemisphere is 0.02.11



4.1.2 The Rotation DegeneracyThe solution of the above described �t is not uniquely de�ned since there is a degeneracyinherent in the tensor parameterization. Let us introduce the set of vectors ~VI whose threecomponents are (CudsI pRuds, CcIpRc, CbIpRb). Each tensor element TIJ can be expressedas the scalar product TIJ = ~VI � ~VJ . The scalar product is invariant under rotations in thespace where the vectors are de�ned. The vector ~U de�ned as~U =XI ~VI = (qRuds;qRc;qRb) (12)can be interpreted as a composition vector of unit length. ~U and the set of ~VI can beviewed as a rigid body. Once a particular solution has been found, other solutions may begenerated by moving this rigid body according to three degrees of freedom; two degrees offreedom could be the position of the extremity of ~U on a sphere of unit radius, the thirdone an internal rotation around the ~U axis.The degeneracy is removed in the b sector if two or more estimates of the CbI elements(hereafter denoted by XbI ) are found. Let us de�ne a modi�ed objective function G0(C; x)in which the estimates XbI are introducedG0(C; x) = G(C; x) + XI (CbI �XbI )2�2I (13)where CbI are the same ~C matrix elements as in function G(C; x) and I only runs over theXbI considered. The �I are errors on the XbI estimates. The remaining degeneracy in theother sector can be removed, for instance, by �xing the Rc to the Standard Model value.This constraint has no e�ect on any parameter of the b sector.4.2 Hemisphere TaggingThe tagging algorithm can be viewed as a technique to distribute the events with di�erent
avours in a set of hemisphere categories. Multidimensional analysis has been chosen toprovide a more e�cient separation than a cumulative set of cuts. The details of thetechnique can be found in [13] and [14].4.2.1 Vertex Reconstruction of HemispheresEach event is subdivided into two hemispheres according to the sphericity axis. Theparticles are grouped in jets using the LUND algorithm (LUCLUS) with djoin = 2:5 GeVand the jet direction is given by the internal thrust axis. All particles assigned to jetsmaking an angle of less than 900 with the sphericity axis are attributed to hemisphereone, the other ones to hemisphere two. In order to decrease correlations between oppositehemispheres, a primary vertex is computed on each side with an iterative procedure whichincludes all the charged particles of the hemisphere. If the �t probability of the global �2is less than 0.05 the particle which contributes with the largest value to the �2 is removed,and a new vertex �t is attempted. The process continues until a probability greater than0.05 is obtained or only two particles remain.The beam spot position and dimensions were measured �ll-by-�ll. This informationhas been used as a constraint in the vertex �t on both sides. The beam spot size in12



x was around 150�m 3. In y it was less than 50�m. The inclusion of this constraintincreases the discriminating power of the tagging, but it represents a common feature ofthe hemispheres. However, the inclusion of the beam spot constraint does not seriouslyspoil the decorrelation of hemispheres.4.2.2 Description of the Variables and TagsThe multidimensional analysis is based on a set of 12 discriminant variables per hemi-sphere. One variable ( boosted sphericity) is computed with momenta only, the remainderuse the reconstructed particle trajectories near the interaction point. Three of them areconnected to the �2 �t of vertices associated with various sets of particles. Three aredistances between \candidate secondary vertices" and the primary vertex, and are sensi-tive to decay lengths. Three variables are di�erent counters of secondary particles, and�nally two variables are estimates of the total energy and P 2t associated with secondaryparticles. A full description of these cuts and variables can be found in [14].The probabilities puds, pc and pb to observe the 12 values of the variables for eachhemisphere of an event are computed frommodel distributions taken from simulation. Thelogarithm of these three probabilities, called hereafter \class-likelihoods" (Luds = ln puds,Lc = ln pc and Lb = ln pb), are the basis of our classi�cation.The hemispheres are �rst classi�ed by 3 tags as follows. The 
avour likelihoods aresorted in decreasing order as Lfirst, Lsecond, Lthird. The hemisphere is tagged uds, c or baccording to the highest probability, Lfirst. In order to de�ne the six categories mentionedin section 4.1.1, we introduce a \winning margin"� = ln(pfirst=psecond) = Lfirst � Lsecond (14)which is a sensitive indicator of tag clarity. Figure 6 represents the distributions of the\winning margin" observed in the simulation for the three tags.The uds and b tags are afterwards subdivided into categories according with the fol-lowing criteria:� uds� tight : � > �cutuds (category 1)� uds� loose : � < �cutuds (category 2)� b� loose : � < �cut;lowb (category 4)� b�medium : �cut;lowb < � < �cut;highb (category 5)� b� tight : � > �cut;highb (category 6)The values of the cuts are �cutuds = 2:0, �cut;lowb = 3:0 and �cut;highb = 6:0. They arechosen in order to have similar population in the categories. As can be seen in �g. 6, thec-tag (category 3) is less populated and poorly enriched. It has not been subdivided.3However, a size of 200 �m on average was introduced as a constraint in the �t.13
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avours are detailed also there. As can beseen uds and b events populate opposite corners, while the c events overlap largelywith uds and b.4.3 �b�b=�had MeasurementAn interesting feature of independent hemisphere tagging is that one can approach fullb purity in one hemisphere by imposing large values of the clear winning cut � in the14
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Figure 8: Population of the double-tag tensor with their uds, c and b contributions.15



opposite one. This good separation achieved in the b sector is not present in the othersectors.Among the events which have been tagged as a b in one hemisphere with a winningmargin � > �, consider the number, NI , of events classi�ed in the category I for theother hemisphere and the fractionfI (�) = NI(�)PJ NJ (�) =Xl C lIR0l(�) (15)where R0l(�) denotes the composition of the sample puri�ed by the � cut. When theclear winning cut, �, increases and if the hemispheres are independent, fI(�) tends to CbI .Formally lim�!1 fI(�) = CbI (16)since R0uds, R0c and R0b tend to 0, 0 and 1 respectively, due to the fact that increasing �results in samples with higher b purity, as can be seen from �g. 6. It should be notedthat in the eqn. 15 the contents of nearby bins are highly correlated. For this reason, inorder to extract CbI and to evaluate the statistical errors, we de�ne the uncorrelated ratiofuncorrI (�): funcorrI (�i) = NI(�i)�NI(�i+1)PJ [NJ(�i)�NJ (�i+1)] (17)which reaches the same limit as fI(�) for large values of �.Di�erent parameterizations of fI have been tried to �t the asymptotic value: uniform inthe last bins of the distribution, exponential, inverse polynomial functions, etc. However,it was found experimentally that the best parameterization of our data is the exponentialfunction fI(�) = p1 + p2exp(p3� + p4�3) (18)where the pi; i = 1; :::; 4 are free parameters of the �t. Only the parameter p1 has physicalmeaning; it gives the asymptotic value. The plots of the funcorrI distributions for MonteCarlo and real data as a function of the clear winning cut value, �, are shown in �gs. 9and 10 respectively. For simulation, good agreement can be seen between the asymptoticlimit and the expected CbI matrix element. The validity of the asymptotic �t assumption,that there is no irreducible background from light and c quarks, can be clearly seen in�g. 9.Introducing the estimates XbI , we have minimized the function G0(x;C) �xing the Rcparameter to the measured value of 0:171�0:014 [1]. As has already been remarked in sec-tion 4.1.2, �xing this parameter (to an arbitrary value) has no e�ect on any parameter ofthe b sector. Table 5 compares the CbI values obtained from the minimization with the XbIestimates and with their expected values. Good agreement can be seen between the threesets of numbers. To some extent, the agreement between CbI and XbI is due to the fact thatXbI is used in the estimation of CbI . The �tted b fraction for the simulated sample (afteracceptance e�ects have been already considered) is found to be Rb = 0:2174 � 0:0042, to16
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Figure 10: funcorrI (�) distributions with their asymptotic �ts for DELPHI 91 real data.18



Simulated Data Real DataCbI Matrix Expected Asymptotic Fitted Asymptotic Fittedelements values of CbI values XbI values of CbI values XbI values of CbICb1 0:0307 0:0290(20) 0:0305(19) 0:0294(23) 0:0300(21)Cb2 0:0838 0:0853(29) 0:0827(19) 0:0634(33) 0:0648(27)Cb3 0:1805 0:1768(55) 0:1804(32) 0:1486(43) 0:1468(26)Cb4 0:1825 0:1800(30) 0:1796(19) 0:2126(28) 0:2125(22)Cb5 0:1758 0:1744(41) 0:1752(20) 0:2026(43) 0:2082(24)Cb6 0:3467 0:3489(45) 0:3487(36) 0:3393(71) 0:3378(42)Table 5: XbI parameters from asymptotic behaviour and the corresponding CbI �tted valueswith the objective function G0, for simulated and real data sets. Comparison with theexpected value for simulation. The errors are on the last two digits and are given inbrackets.be compared with the generated value of 0.217.For the data, the values of CbI are in agreement with the XbI s. After acceptancecorrections the �tted b fraction isRb = 0:2245 � 0:0063 (19)with G0=ndf = 14:1=9. The minimum of G0(C; x)=ndf is very similar to that of theG(C; x)=ndf function. This means that the XbI introduced in the objective function arecompatible with the set of degenerate solutions of the tensor �t alone. If another set ofestimators XbI is used the minimum of G0(C; x) increases much more. For example, withthe XbI taken from Monte Carlo, G0=ndf doubles.4.4 Determination of Systematic ErrorsThe systematic errors have been determined separately for di�erent sources. Only themost relevant ones are described in the following.4.4.1 Hemisphere Correlation and Cb Asymptotic EstimationTo allow for hemisphere correlations, the expressions for TIJ in the function G0(C; x) arereplaced by TIJ =Xl C lIC lJ(1 + �lJI)Rl (20)where the double tag hemisphere correlation factor for a given 
avour, l, is de�ned as�lJI = DlIJC lIC lJ � 1; (21)DlIJ being the double tag e�ciency. As before, the index I refers to the �rst hemispheretag and J to the tag for the second. The correlation factors are predicted from the19



simulation and are shown in �g. 11, with statistical errors, for the six categories. Most ofthese factors are small or not signi�cant 4.Correlations are also relevant for the asymptotic estimation of CbI , so that eqn. 16 isreplaced by lim�!1 fI(�) = �1 + lim�!1 �bI6(�)�CbI (22)The main correlation factor for the Rb measurement is �b66. Figure 12 shows thevariation of this coe�cient with �. It has no dramatic behaviour at large values of � andfor the standard cut is �b66 = 0:018 � 0:010.As a cross check, it is interesting to study how much Rb changes when one useseqns. 20 and 22 (where the lim�!1 �bI6(�) have been approximated by �bI6(6)) assumingthe hemisphere correlations shown in �g. 11 from the Monte Carlo, instead of eqns. 9and 16. Rb varies by less than 1 %.In the absence of hemisphere correlations the Rb measurement is in principle indepen-dent of the b lifetime. However, in the presence of small correlations, the lifetime maychange Rb. Therefore, we have checked whether the correlation depends on the b lifetime,using the same simulated sample re-weighted to give di�erent b lifetimes (in order to min-imize the statistical 
uctuations). The change in Rb was 0.0004 when �b changed from1.6 ps to 1.2 ps. If one takes into account that the current uncertainty on the b lifetimeis 0:034 ps [8], this leads to a contribution smaller than 0.0001 on Rb.The e�ect of hard gluon emission producing a b�b pair in the same hemisphere (about2 % of the b�b events according to the simulation) might be the source of an excess of bevents in the (small I; large J) and (large I; small J) cells. However, the distributionsof the tagging variables in \double b" hemispheres are, in the simulation, practically thesame as in an ordinary b hemisphere (the B hadrons have a smaller energy, so that theb character is not enhanced). This explains why there is no special accumulation of suchhemispheres at large values of �, producing negative correlations in the CbI estimates forlarge I and corresponding positive one for low I. Actually we observe a small, but statis-tically signi�cant depletion in the (1,6) bin of �g. 11. This suggests a cancellation witha correlation of opposite sign, maybe between the tagging variables. In order to evaluatesystematic errors, we have performed a �ts on the simulated data samples, removing theevents with two b jets in the same hemisphere and recomputing the b fraction in thereduced sample. The di�erence between the �tted value of Rb and the expected one is0.0021. As in section 3.3, 20% of this number was taken as systematic uncertainty.The stability of the asymptotic estimation of Cb was tested using alternative fI pa-rameterization functions, as described in 4.3. The Rb values obtained by minimizing theG0(C; x) objective function show a dispersion (for the di�erent parameterizations used)of about 1 %.The systematic error due to correlation e�ects (including contributions of the Cbasymptotic estimation) was assumed to be well described in the simulation within thestatistical error (0.0042), which can be taken, at this stage, as a conservative evaluationof the systematic error on Rb. Adding this error in quadrature to the uncertainty fromhard gluon emission, the total systematic error does not change within the given accuracy.Moreover, we use the di�erence between �tted and expected Rb on simulation (0.0004),as a correction to be applied to the Rb �tted with the data.4For example, the largest factor is �b11 = 0:52� 0:15, but it a�ects only 1=1000 of b�b events.20
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sigma of its measured value (Rc = 0:171 � 0:014 [1]), in the �t to the Monte Carlowe found a variation of 0.0012 Rb.Table 6 summarizes the sources of systematic error and their contributions to the erroron �b�b=�had.Therefore we quote as �nal value, including acceptance and systematic corrections,�b�b=�had = 0:2241 � 0:0063(stat:)� 0:0046(syst:): (23)5 Combination of the MethodsTo combine the two measurements the statistical correlation has been measured by apply-ing both methods to six independent Monte Carlo event samples yielding a correlation of11% with large uncertainties. The corresponding 90% C.L. upper limit gives a correlationof 60%. Conservatively, this 60% correlation between the statistical errors has used incombining the two results.The errors due to hemisphere correlation, �c�c and acceptance bias, have been takenas fully correlated between the two analyses; the rest were assumed to be uncorrelated.Table 6 summarizes the systematic errors of both analysis.Source of systematics Signi�cance Analysis Multivariate AnalysisHemisphere Correlation 0:0031 0:0042Br(Z ! b�b) acceptance bias 0:0010 0:0007Light quark e�ciency 0:0020Charm e�ciency 0:0021E�ect of tagging and modelling 0:0011�c�c 0:0019 0:0012Total 0:0048 0.0046Table 6: Systematic errors in the two analysis. Errors on the same line of the table(excluding the total) have been assumed to be fully correlated.As our �nal result we �ndRb = 0:2209 � 0:0041 (stat:) � 0:0042 (syst:) � 0:0018 (�c�c)This value agrees well with the one measured by other experiments [3, 15] and withthe one predicted by the Standard Model [2]. The current precision is not su�cient toconstrain the Standard Model parameters. However with the analysis of the coming data,constraints on the top quark mass will be possible.AcknowledgementsWe are greatly indebted to our technical collaborators and to the funding agencies fortheir support in building and operating the DELPHI detector, and to the members of theCERN-SL Division for the excellent performance of the LEP collider.23
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