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This document details measurements of the performance of the reconstruction and identific-
ation of hadronic tau lepton decays using the ATLAS detector. The performance of these
algorithms is measured with Z boson or top quark decays to tau leptons and uses the full
2015 dataset of pp collisions collected at the LHC, corresponding to an integrated luminosity
of 3.2 fb~! and a center-of-mass energy /s = 13 TeV. The measurements include the per-
formance of the offline and online identification algorithms, the energy calibration and the
electron discrimination algorithm for reconstructed tau candidates. The offline tau identific-
ation efficiency is measured with a precision of between 5.0% and 6.0%, depending on the
number of associated tracks. For hadronic tau lepton decays selected by offline algorithms,
the tau trigger identification efficiency is measured with a precision of between 2% and
10%, depending on the transverse energy, for tau candidates with a transverse energy below
100 GeV. The tau energy scale is measured with a precision of between 1.4% and 2.6%,
depending on the number of associated tracks. The probability of misidentifying an electron
as a tau lepton is measured to be < 2% for tau candidates with 20 GeV < pt < 50 GeV.

© 2016 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

25th August 2016 — 17:48



\ Not reviewed, for internal circulation only ‘

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

90

91

92

Contents

0 Notes
1 Introduction
2 ATLAS detector
3 Data and simulation samples
4 Object selection
5 Updates to the tau energy calibration and electron discrimination algorithm
5.1 MVA-based tau energy calibration
5.2 Electron discrimination algorithm
6 Z — 7,Thaq tag-and-probe analyses
6.1 Common event selection
6.2 Offline tau identification efficiency measurement
6.2.1 Signal and Background estimation
6.2.2 Results
6.3 Trigger efficiency measurement
6.3.1 Signal and Background estimation
6.3.2 Results
6.4 Offline 1,,4-vis energy calibration
6.4.1 Signal and Background estimation
6.4.2 Results
7 tt tag-and-probe analyses
7.1 Offline tau identification efficiency measurement
7.2 Trigger efficiency measurement
7.2.1 Event selection
7.2.2  Signal and background processes
7.2.3 Results
8 Z — ee tag-and-probe analysis
8.1 Event selection
8.2  Signal and background processes
8.3 Results
9 Summary and conclusions
Appendix

A Offline tau identification efficiency measurement

A.1 Event selection
A.2 Efficiency extraction
A.3 Results

10

11
11
14

14
14
15
16
17
31
31
32
34
34
35

36
36
36
36
36
37

38
38
39
39

40

44

44
44
45
47



\ Not reviewed, for internal circulation only ‘

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

110

111

112

113

114

115

116

117

118

119

120

121

122

128

124

125

126

127

128

129

130

131

132

133

134

135

136

DRAFT

B Online tau identification efficiency measurement

B.1
B.2

B.3
B.4
B.5

Object & Event Selection

Backgrounds Estimation

B.2.1 Multi-jets Estimation

B.2.2 W+jets Estimation

B.2.3  Summary of Backgrounds Estimation
Method

Systematic Uncertainties

Results

B.5.1 Kinematics before applying 7 trigger
B.5.2 Kinematics after applying 7 trigger
B.5.3 Efficiencies and Scale factors

C Electron misidentification probability measurement

C.1
C2
C3
C4
C5
C.6

Eveto tuning

Event selection

QCD Control Region

W Control Region

Kinematics of fake taus

Efficiency Measurement and Scalefactors
C.6.1 Rejection of loose electrons
C.6.2 Rejection of medium electrons
C.6.3 Rejection of tight electrons

D In-situ tau energy scale calibration

D.1
D.2
D.3
D4
D.5

Introduction of the in-situ method
Background estimation

Event selection

TES estimation

systematic uncertainties

E Offline ¢ tau identification efficiency measurement

E.l

E.2

E.3
E.4
E.5

Brief Review Of This Study

E.1.1 Object Definition

E.1.2 Pre-Selection For The Signal Region
E.1.3 Tag And Probe Selection

E.1.4 Plots At The Signal Region ("No Tau ID’ vs "Tight ID’)

Background Estimation

E.2.1 Track Multiplicity For Template Fit
E.2.2 Configuration Of Template Fit
E.2.3 Total Channel

E.2.4 Pass Channel

E.2.5 Building Templates For Fake-Jets In A Data-Driven Way

E.2.6 Measurement Of Fake-Jet Efficiency
Result

Events Where Probe Is B-Jet

Contribution Of Multi-Jet Events

25th August 2016 — 17:48

54
54
55
56
57
59
60
60
61
61
61
64

70
70
71
72
74
76
80
81
82
83

84
84
84
85
87
87

93
93
93
94
94
95
95
95
103
104
104
106
106
107
108
108



\ Not reviewed, for internal circulation only ‘

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

154

155

156

157

158

160

161

162

163

164

165

166

DRAFT

E.6 Geometrical Uncertainty On Tau Template
E.7 Systematic Uncertainty On Fake-Jet Efficiency
E.7.1 Variation of Photon Isolation
E.7.2 Comparison of y + jet and W + jet
E.8 All Triggers For The y + jet Sample

F Online ¢ tau identification efficiency measurement

F.1 Event Selection
F.2 Backgrounds and Templates
F2.1 Signal events
F.2.2  Jet fakes modeled with data
F.2.3 Jet fakes modeled with simulated events
F2.4 Lepton fakes
F.2.5 SS data normalization factors
F.3 Systematic Uncertainties
F4 Method
F.5 Results
F5.1  Control plots
F5.2  Control plots with 7 trigger
F.5.3 Efficiencies and scale factors
F.6 Combination of results from Z — 77 and 7 trigger tag-and-probe analyses

G High-pr tau identification
G.1 Samples and event selection
G.2 Mis-identification rate of tau particles
G.3 High-pr tau uncertainty inflation

H MYVA-based Thag—vis energy calibration
H.1 MVA regression algorithms
H.2 Input variables and regression target
H.3 Raw values and ratios of variables
H.4 Interpolated transverse momentum
H.5 Settings of BDT training

25th August 2016 — 17:48

109
109
109
111
112

119
119
119
119
119
121
121
121
122
125
126
126
126
130
130

135
135
136
141

148
148
148
152
154
154



\ Not reviewed, for internal circulation only ‘

167

168

169

170

171

172

173

174

175

176

177

178

DRAFT

0. Notes

The CONF document here describes several performance analyses performed on the 2015 dataset.

This is the first formal draft of the note, referred to as draft version 0.5. Previous editions revised by the
working group can be found via the svn link in the section “drafts”.

Major changes to do still:

* Move the offline ttbar information into the main CONF body.

Restyling of MVA TES performance plots

Add systematics tables for all results i.e. eveto and Ztautau online.

Add eVeto update performance plot

* Decide on presentation of BDT variable plots - where to put

Add TES-MVA in-situ results

Online ttbar stack plots (before after trigger as for Ztautau)
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1. Introduction

With a mass of 1.777 GeV and a proper decay length of 87 um [1], tau leptons decay either leptonically
(Tt = Cveve, € = e, ) or hadronically (t — hadrons v;, labelled as 1,,4) and do so typically before reaching
active regions of the ATLAS detector. In this note, only hadronic tau lepton decays are considered. The
hadronic tau lepton decays represent 65% of all possible decay modes. The hadronic decay products are
one or three charged pions in 72% and 22% of all cases, respectively. In 78% of all hadronic decays, up
to one associated neutral pion is also produced. The neutral and charged hadrons stemming from the tau
lepton decay make up the visible part of the tau lepton, and in the following are referred to as Thaq—vis-

The main background of hadronic tau lepton decays is from jets of energetic hadrons produced via the
fragmentation of quarks and gluons. This background is present at the trigger (also referred to as online in
the following) as well as during the event reconstruction (referred to as offline). Discriminating variables
based on the narrow shower in the calorimeter, the distinct number of tracks and the displaced tau lepton
decay vertex are used to distinguish 7,4-vis candidates from jets. Electrons also form an important
background for 1h,4-_vis containing one charged hadron.

Final states with hadronically decaying tau leptons are an important part of the ATLAS physics program.
This places strong requirements on both T,,4_vis reconstruction and identification algorithms, as well as
the performance measurements of the algorithms. The algorithms involved in triggering, reconstructing
and identifying tau leptons during proton-proton collisions with a center-of-mass energy /s = 8 TeV are
described in Ref. [2], and the updates to these algorithms for the collection of 2015, /s = 13 TeV data are
described in Ref. [3].

This note first describes further updates to these algorithms for 2016 data-taking, and then describes
performance measurements of several analyses related to the triggering, reconstruction and identification
of hadronic tau lepton decays using the 2015 data. The performance of online and offline tau identification,
and the tau energy scale calibration is measured using a tag-and-probe method applied to events enriched in
Z — 77 processes, with one tau lepton decaying to a muon, 7, (fag), and the other decaying hadronically,
Thad (probe). The performance of the online and offline tau identification algorithms in simulation and
in recorded data are measured and correction factors are derived. For the tau energy scale measurement,
the reconstructed visible mass distribution of the muon and T,4-vis System is determined in both data and
simulation, and the energy calibration required to obtain agreement calculated.

In order to extend the range of the pt spectrum of tau candidates, the performance of the offline tau
identification algorithm is also measured using events enriched in #f processes. This measurement
similarly uses the tag-and-probe method with a muon (tag) and a hadronic tau lepton decay (probe)
present to investigate the online tau identification efficiency and correction factors between simulation and
data. Finally, the performance of the electron rejection algorithm is measured. The tag-and-probe method
is used in events enriched in Z — ee decays featuring at least one electron (tag) and a tau candidate
(probe), and the efficiency of the electron rejection algorithm is measured.

This note is organised as follows. After a description of the ATLAS detector in section 2, the data
and simulation samples used in the studies presented are described in section 3. The reconstruction
and requirements on the objects used in this note are described in section 4. Updates to the 2015 tau
energy calibration, and electron rejection method are described in section 5. The 2015 tau identification
and energy scale performance measurements using the tag-and-probe method in Z — 7,7, €vents are
described in section 6. Similarly the tag-and-probe studies carried out using ¢ and Z — ee events are
described in sections 7 and 8 respectively.

25th August 2016 — 17:48 8
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2. ATLAS detector

The ATLAS detector [4] consists of an inner tracking system surrounded by a superconducting solenoid,
electromagnetic (EM) and hadronic (HAD) calorimeters, and a muon spectrometer (MS).

The inner detector is immersed in a 2 T axial magnetic field, and consists of silicon pixel and microstrip
(SCT) detectors inside a transition radiation tracker (TRT), providing charged particle tracking in the
region |n| < 2.5. ! For the v/s = 13 TeV run, a fourth layer of the pixel detector, the Insertable B-Layer
(IBL) [5], has been inserted at an average radius of 33.2 mm, providing an additional position measurement
with 8 um resolution in the (x, y) plane and 40 ym along z.

The EM calorimeter uses lead and liquid argon (LAr) as absorber and active materials, respectively. In
the central rapidity region, the EM calorimeter is divided in three layers, one of them segmented in thin
1 strips for optimal y/n° separation, completed by a presampler layer for |57| < 1.8. Hadron calorimetry
is based on different detector technologies, with scintillator tiles (|| < 1.7) or LAr (1.5 < |n| < 4.9)
as active media, and uses steel, copper, or tungsten as the absorber material. The calorimeters provide
coverage within || < 4.9. The MS consists of superconducting air-core toroids, a system of trigger
chambers covering the range |7| < 2.4, and high-precision tracking chambers allowing muon momentum
measurements within || < 2.7.

The ATLAS trigger system consists of two levels which reduce the initial bunch crossing rate to a
manageable rate for disk storage while keeping interesting physics events. The first level (L1) is hardware-
based and uses a subset of the detector information to reduce the accepted event rate to 100 kHz [6].
This is followed by a software-based High Level Trigger (HLT) that further reduces the average recorded
collision rate to around 1 kHz.

3. Data and simulation samples

The data used in this note were recorded by the ATLAS experiment during the 2015 LHC run with
proton-proton collisions at a centre-of-mass energy of /s = 13 TeV. They correspond to an integrated
luminosity of 3.2 fb~!. To ensure good data quality, the inner-detector tracking systems, calorimeters and
muon spectrometer are required to be fully operational.

Signal and background samples are produced using Monte Carlo (MC) simulation with various event
generators. These generated event samples are then propagated through a detailed GEanT4 simulation [7]
of the ATLAS detector and subdetector-specific digitisation algorithms [8]. The simulated events are
reconstructed with the same algorithms as the data. Background samples of W and Z/y* bosons produced
in association with jets, t7, single top and diboson processes are used. All W and Z/y* samples are
generated with PowneG [9] and showered with Pytuia8 [10]. The # and single top samples are also
generated with PowHEG and showered with PyTH1a6 [11]. Diboson events are generated using the SHERPA
generator [12].

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam direction. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, ¢) are used in the transverse (x, y) plane, ¢ being the azimuthal angle around the beam
direction. The pseudorapidity is defined in terms of the polar angle 6 as 7 = —Intan(6/2). The distance AR in the 1 — ¢ space

is defined as AR = /(An)2 + (A¢)2.

25th August 2016 — 17:48 9



\ Not reviewed, for internal circulation only ‘

256

257

258

259

260

261

262

263

264

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

289

290

291

292

293

294

295

296

DRAFT

The effect of multiple proton (pp) interactions, referred to as pile-up, is simulated by overlaying minimum-
bias interactions on the generated events. The simulated events are reweighted such that the average number
of pp interactions per bunch crossing has the same distribution in data and simulation.

4. Object selection

Muons are reconstructed by combining an inner detector track with a track from the MS [13]. They are
required to have pr > 22 GeV and || < 2.5. Corrections on simulated reconstruction efficiencies, derived
from the data, are applied to the simulated samples.

Electrons are reconstructed by matching clustered energy deposits in the electromagnetic calorimeter to
tracks reconstructed in the inner detector, and are required to have pr > 15 GeV and || < 2.47 (excluding
the region 1.37 < || < 1.52) [14]. They must satisfy the medium likelihood-based identification criteria
as described in Ref. [15]. Corrections to the reconstruction and identification efficiencies derived from
the data are applied to the simulated samples.

For muons and electrons, the scalar sum of the transverse momenta of tracks within a cone of pr-dependent
size, AR <min (10 GeV/pr,0.3), centred on the lepton candidate track and excluding the lepton track,
is required to be less than a pr-dependent fraction of the lepton transverse momentum. Additionally, the
sum of the calorimeter energy deposits in a cone of size AR < 0.2 around the lepton, excluding energy
associated with the lepton candidate, must be less than a pr dependent percentage of the lepton energy.
Two working points of this varied cone definition are used in the note: the first one, called loose, has a 99%
efficiency constant across the full pt range, and the second one called gradient which 90(99)% efficiency
at 25 (60) GeV. The loose isolation is used in the ¢7 offline identification efficiency measurement, whilst
gradient is used in the #f and Z — 7, T,q trigger efficiency measurement, as well as Z — ee tag-and-probe
analysis. Another isolation criteria uses a similar definition, except with a fixed cone size of AR < 0.4 for
tracks and with the threshold values fixed at 1% and 4% for the sum of track momenta, and the sum of the
calorimeter energy deposits respectively. This isolation, referred to as fixed-threshold isolation, provides
a stronger multi-jet rejection. Fixed-threshold isolation is used in the online tau identification and tau
energy scale measurements.

Jets are constructed using the anti-k, algorithm [16], with a distance parameter R = 0.4. Three-
dimensional clusters of calorimeter cells called TopoClusters [17], calibrated using a local hadronic
calibration (LC) [18], serve as inputs to the jet algorithm. Jets are required to be within || < 4.5. A
dedicated b-tagging algorithm described in Ref. [19] is used to identify jets associated with the decay of
a b-quark with a 77% efficiency.

Tau candidates are seeded by jets as described above. The triggering, reconstruction and identification
of Thag—vis candidates is described in detail in Ref. [2]. The energy calibration and tau identification
have been updated for the expected conditions in 13 TeV collisions in Ref. [3]. The tau identification
uses Boosted Decision Tree (BDT) based methods [20, 21], whereby the BDT is used to combine a set
of discriminating variables. Three working points, labelled tight, medium and loose, are provided, and
correspond to different tau identification efficiency values, with the efficiency designed to be independent
of pr. To reduce the electron background, reconstructed th,q4—vis candidates within a distance of AR < 0.4
of a reconstructed electron are rejected if the electron passes a very loose working point of the electron
likelihood discriminator. This electron veto is tuned to yield a 95% efliciency, and is dependent on the pr
and 7 of the tau candidate.

25th August 2016 — 17:48 10
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In this note, t,q-vis candidates are required to have pt > 20 GeV and || < 2.5 (excluding the transition
region between the barrel and endcap calorimeters, corresponding to the region 1.37 < || < 1.52). The
application of the tau identification criteria to a tau candidate depends on the analysis considered, and is
described in the respective sections. The Th,g9_vis candidates are required to have one or three associated
tracks in the core region (AR < 0.2) around the T,4-vis axis and an absolute electric charge of one, as this
is the most common selection used in searches and measurements.

The geometric overlap of objects with AR < 0.2 is resolved by selecting only one of the overlapping
objects in the following order of priority: muons, electrons, Thad-vis candidates, and jets. The missing
transverse momentum, with magnitude E%‘i“, is calculated from the vector sum of the transverse momenta
of all reconstructed electrons, muons, Tp,d—vis and jets in the event, as well as a term for the remaining
tracks [22].

5. Updates to the tau energy calibration and electron discrimination
algorithm

After 2015 data-taking, several updates have been made to the tau energy calibration and the electron
discrimination algorithm.

5.1. MVA-based tau energy calibration

The baseline calculation of Tp,q-vis energy [3] uses TopoClusters within AR < 0.2 from the initial seed-
jet axis. It includes a final tau-specific calibration derived from simulated samples, which accounts
for out-of-cone energy, underlying event, the typical composition of hadrons in hadronic tau decays
and contributions from multiple interactions occurring in the same and neighbouring bunch crossings
(called pileup). The resolution is excellent at high-pt but quickly degrades at low-pt. A new method
of reconstructing the individual charged and neutral hadrons in tau decays was recently developed by the
ATLAS experiment [23], called “Tau Particle Flow" (TPF). The method significantly improves the tau
energy resolution at low-pr due to the superior measurement of the charged pion momentum from the
tracking system.

In this note, a new calibration is introduced which combines the information from the baseline and TPF
methods together with some additional calorimeter and tracking information via a multivariate-analysis
(MVA) technique. This technique is referred to as a boosted regression tree (BRT) method, and is
implemented using the TM VA package [24].

To optimise the BRT, tau candidates satisfying the medium tau identification requirement coming from
simulated Z/y* — 77 events are used. The two figures of merit used in optimising the BRT are defined
as follows: the resolution is defined as the half-width of the symmetric 68% confidence interval of the
ratio of the calibrated 7j,,4_vis transverse momentum, p%a“, to the generated Tp,g—vis transverse momentum,
ptTrue’ViS, whilst the non-closure is the offset of the most probable value of the ratio pSi/ ptTme’ViS from unity.
The transverse component of the sum of the momenta of the reconstructed charged hadron and neutral

pion constituents is referred to as pFF, and the transverse momentum at LC scale is p%c. As at low pt the

25th August 2016 — 17:48 11
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Figure 1: The resolution (a) and the linearity (b) of the MVA-based tha4-vis €nergy calibration, compared to the
Baseline and TPF reconstructions, and the resolution-weighted average of both (Combined). The resolution, shown
as a function of the generated tau pr, is defined as the half-width of the symmetric 68% confidence interval of the
ratio of the calibrated pr to the true visible pr. The linearity is defined as the most probable value of the ratio of the
calibrated pr to the true visible pr.

resolution of pIPF

: T
pleerp , is defined in the following equation:

is better than p]T“C and vice-versa at higher pr, the interpolated transverse momentum,

PP = fox pC 4+ (1= fo) x piPt, (1)

where f, is a weight between zero and one and is a function of prC:

2

20 GeV

1 LC _ x GeV
fei%) = 5 (1 + tanh pT—)

The symbol x defines the point where the transition from low pt to high pr occurs, and is chosen to be

x = 250. The regression target is the ratio of the generated 7j,,4-vis transverse momentum to piTn terp,

The final input variables used in the regression BRT are listed and described in Table 1. The transverse
momenta p%© and pIPF provide basic knowledge about the Thaa—vis energy. The regression BRT is less
powerful when two variables are highly correlated and so to reduce the correlation, ratios of these variables
pEC/pY P and prr/py P are used instead of the raw values. Cluster variables such as Acentes (xlz),
{P), Sfpresampler» and Pgyy, used in the LC calibration, as described in Ref. [18], of the m.q-vis energy
are found to be powerful input variables in the MVA tau energy calibration. The variables y and npy
are included to provide information about multiple interactions occurring in the same and neighbouring
bunch crossings, whilst y, and 7,0 are variables that provide information about the tau candidate’s decay

modes and improve the resolution at low pr.

Figure 1 shows the performance of the MVA energy scale calibration. In the region pr < 100 GeV, the
MVA tau energy calibration improves on the baseline resolution by a factor of two, while at high pr the
performance is comparable.

25th August 2016 — 17:48 12
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Number of primary vertices, npy
Number of primary vertices in the event

Average interactions per crossing, u
Average number of interactions per bunch crossing

Cluster shower depth, A.cne
Distance of the cluster shower centre from the calorimeter front face measured along
the shower axis

Cluster second moment in A, (/12)
Distance of a cell from the shower centre along the shower axis

Cluster first moment in energy density, (o)
Cluster first moment in energy density p = E/V

Cluster presampler fraction, fresampler
Fraction of cluster energy deposited in the barrel and endcap presamplers

Cluster EM-like probability, Pry
Classification probability of the cluster to be EM-like, as described in Ref. [18]

Number of associated tracks, n,
Number of tracks associated with the Thaq_vis

Number of reconstructed neutral pions, n 0
Number of reconstructed neutral pions associated with the Tad—vis

Relative difference of pion energies, v,
Relative difference of the total charged pion energy Echargeq and the total neutral pion

energy Eneutral: Yo = (Echa.rged — Eneutral) / (Echarged + Eheutral)

Calorimeter-based pseudorapidity, 7,1,
Calorimeter-based (Baseline) pseudorapidity

inter
Interpolated transverse momentum, j P

Transverse momentum interpolated from calorimetric corrections to energy meas-
urement and TPF reconstruction.

interp _1.C,. interp

S i

Ratio of the local hadron calibration transverse momentum to p

Ratio of pic top
interp
T

. int int
Ratio of p?PF to p:' e p?F / p? cp

. . int
Ratio of the TPF reconstruction transverse momentum, p1"", to pp.©

T

Table 1: List of input variables used for Tp,q_yis energy MVA regression. The cluster variables are the energy
weighted averages over the jet seed constituents within the tau cone, as described in detail in Ref. [18].
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5.2. Electron discrimination algorithm

The likelihood (LLH) electron veto (e-veto) algorithm operates by placing pr- and n-dependent cuts
on the likelihood score used to identify prompt electron candidates matched to the reconstructed tau
candidates within AR < 0.4. The updated e-veto uses a new LLH tune which is better modelled by the
simulation [25]. The cuts on the LLH score have been updated accordingly to maintain a 95% efficiency
for Thad—vis in simulated Z — 77 events with 2015 data-taking and pile-up conditions. The tau candidates
are required to have one reconstructed track, pr > 20 GeV and to be geometrically matched to a generated
Thad—vis- 1he tuning of the cuts was performed in bins of 1 and p7 to give 95% efficiency for the generated
Thad—vis described above. The residual mismodelling of simulation is absorbed in the scale factors reported
in section 8.

6. Z — 7,Thaq tag-and-probe analyses

To perform physics analyses involving hadronic tau lepton decays, it is important to evaluate the per-
formance of the tau identification algorithms and the tau energy scale with data. For the Tp,q-vis signal,
this is done on a sample enriched in Z — 7,7h,q events where one tau lepton decays to a muon and
the other decays hadronically, with associated neutrinos. The chosen tag-and-probe approach consists of
selecting events triggered by the presence of a muon (tag) and containing a hadronically decaying tau
lepton candidate (probe) in the final state and studying the performance of the identification and energy
reconstruction algorithms.

6.1. Common event selection

To select Z — 7, Thaq events, a single-muon trigger with an online requirement of pr > 20 GeV is used.
The offline reconstructed muon candidate must have pr > 22 GeV and geometrically match the online
muon. Events are required to have no additional electrons or muons and at least one Th,q-vis candidate.
If there are multiple T,4-vis candidates, only the leading pt one is considered. In addition, a very loose
requirement on the tau identification BDT output is made which suppresses jets while being more than
99% efficient for the simulated Z — 77 events. The muon and t,,4-yis candidates are required to have
opposite-sign electric charges (OS). To suppress the top quark backgrounds, events with b-tagged jets are
rejected. The associated b-tagging systematic uncertainty is found to be negligible.

A series of selection requirements is used to suppress W+jets (mainly W — uv,,) events. The transverse

mass of the muon and Efr“iss system, mrt = \/21)"T4 . E%‘iss(l —cosA¢(u, E;"iss)), is required to be less

than 50 GeV, where p’T‘ is the transverse momentum of the muon, and cos A¢(u, E%‘iss) is the cosine of
the A¢ separation between the muon and the missing transverse momentum. The sum of the cos A¢
between the muon and ES (neutrinos) and between the Thad_vis and Ef'*, £ cos Ag = cos A (u, EF™™) +
08 A@(Thad—vis» ET ), is required to be greater than —0.5.

In addition to the above common selection, the medium offline tau identification requirement is ap-
plied in the energy scale measurements, and the impact of the offline identification working point
choice has been estimated as the systematic uncertainty. Several offline working points, i.e. loose,
medium and tight, are applied in the online tau identification efficiency to derive the corresponding trig-
ger efficiencies. A requirement on the invariant mass of the muon and tau candidate myis(, Thad—vis)>

25th August 2016 — 17:48 14



\ Not reviewed, for internal circulation only ‘

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

406

407

408

409

410

411

412

413

414

415

416

417

418

DRAFT

45 GeV < myis(U, Thad—vis) < 80 GeV, is applied in both online and offline tau identification efficiency
measurements, but not in the energy scale measurement since the myis (i, Thad—vis) distribution is used to
constrain the tau energy scale. To reduce the large contamination from misidentified jets in the offline tau
identification efficiency measurement, in which the medium tau identification requirement is not applied,
the lower threshold on X cos A¢ is tightened to —0.1. The detailed event selections and the signal purity,
i.e fraction of the generated tau leptons estimated from simulation after the selection requirements listed
above, are summarised in table 2.

Analyses Offline Identification Online Identification TES
mr < 50 GeV < 50 GeV < 50 GeV
Y cosA¢ > —0.1 > —0.5 > —-0.5
Myis (45-80 GeV) (45-80 GeV) -
Tau Identification - various medium
Purity 20% 65% 65%

Table 2: Summary of the Z — 7, T, event selections and purities in the online and offline tau identification analyses,
and the tau energy scale measurement.

After the final selection, besides a small fraction of muons misidentified as hadronic tau lepton decays
(which are modelled via simulation), the main background for the probe mh,4-vis candidates are jets
misidentified as hadronic T decays from W+jets and multi-jet events. The charge sign of misidentified jets
has a weaker correlation with that of the muon than in the case of Z — 7,1, signal events, particularly
in the case of multi-jet events. Therefore, the events with same sign (SS) charge are used to model the jet
to 1 fake background.

To improve the modelling of the jet background, two control regions of events enriched in specific
background processes are used. A W+jets control region, as shown in figure 2, is selected by requiring
E%liss> 30 GeV and mt > 60 GeV, and a multi-jet control region, as shown in figure 3, is selected by
inverting the muon isolation requirement. The identification is applied in the control regions for the TES
and the online identification measurements, while the offline identification measurement has the control
regions both with and without the tau identification requirement, in order to extract the yield with and
without the tau identification.

6.2. Offline tau identification efficiency measurement

The large contamination from jet backgrounds before applying the tau identification poses the greatest
challenge for the offline tau identification efficiency measurement. To estimate the background contam-
ination in data, a template fit is performed using a variable with high separation between signal and
background and that is well modelled by the simulation. The variable used is the track multiplicity,
defined as the sum of the number of core (AR < 0.2) and outer (0.2 < AR < 0.6) tracks associated to
the Thag—vis candidate. Outer tracks are only considered if they fulfil the track separation requirement,
D" = min([ p$™'®/p3®" 1 - AR(core, outer)) < 4, where pS* refers to any track in the core region, and
AR(core, outer) refers to the distance between the candidate outer track and any track in the core region.
More details can be found in Sec. 4.1 in Ref. [2]. The expected distributions of this variable for both

signal and background events are then fitted to extract the Thyq—vis signal.
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Figure 2: The distribution of my;s: the invariant mass of the 7p,4—vis and muon system. Here, the tau candidate is
required to pass medium identification. The error band only contains statistical uncertainty.

6.2.1. Signal and Background estimation

The signal track multiplicity distribution is modelled using simulated Z — 7, Thaq events. Only recon-
structed Thad—vis matched to a generated hadronic tau lepton decay are considered.

A single template is used to model the background from quark- and gluon-initiated jets that are misidentified
as hadronic tau lepton decays. The background is mainly composed of multi-jet and W+jets events with
a minor contribution from Z+jets events. The template is constructed starting from the same sign control
region, enriched in events with jets misidentified as tau candidates. The contributions from W+jets and
Z+jets in the SS control region are subtracted to yield the multi-jet contribution. The template is then
scaled by the ratio of OS/SS multi-jet events, measured in the multi-jet control region. A non-negligible
contribution of Z — 77 events is found in the OS multi-jet control region, and is challenging to model
accurately via simulation. The mismodelling impacts the ratio of OS/SS multi-jet events, and as such,
events with 45 GeV < myis (€, Thad—vis) < 80 GeV in the multi-jet control region are rejected. Finally, the
OS contributions from W+jets are added to complete the template. The shape of the W+jets contribution
is estimated from the W+jets control region and normalised to the signal region using transferring factors
derived using simulated W+jets events. The same procedure is performed to build the templates both
before and after the identification requirement applied.

An additional background shape is used to take into account the contamination due to misidentified muons
and electrons. This small background contribution (stemming mainly from Z — uu events) is modelled
by taking the shape predicted by simulation using candidates in events of Z — 7, tf, diboson, Z — ee/uu
where the reconstructed tau candidate probe is matched to a generated muon. For the fit, the contribution
of these backgrounds is fixed to the value predicted by the simulation, which is typically less than 1% of
the total signal yield.

To measure the yield of m,q-vis signal and background before requiring identification, the signal plus
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Figure 3: The distribution of my;s: the invariant mass of the 7p,4—vis and muon system. Here, the tau candidate is
required to pass medium identification. The error band only contains statistical uncertainty.

background model is fitted to the data, with the normalisation of both the 1h,4-vis and jet template allowed
to float. The track multiplicity included in the fit is up to 15. The signal templates are obtained by
requiring exactly one or three tracks reconstructed in the core region of the 1,4_vis candidate. To improve
the fit stability, the ratio of the one track to three track normalisation is fixed to the value predicted by the
simulation. After the fit, the yield of each component can be obtained.

To extract the efficiency, the yield of real tau leptons passing different identification levels is determined
from the data subtracted by the backgrounds where the normalisation is corrected by normalisation factors
from the pre-identification fit.

6.2.2. Results

Figure 4 shows the track multiplicity distributions before and after applying the medium tau identification
requirement. The peaks in the one- and three-track bins are due to contributions from the signal and
become considerably more prominent after identification requirements are applied, due to the large amount
of background rejection provided by the identification algorithm. To account for the small differences
between data and the background model, correction factors (also referred to as scale factors), defined as
the ratio of the efficiency in data to the efficiency in simulation for Tp,q-vis Signal to pass a certain level of
identification, are derived. The results are shown in figure 5 and found to be compatible with unity.

The sources of uncertainty on the scale factors are summarised in table 3. The uncertainty on the signal
template is estimated by comparing simulated signal generated with different configurations, such as
variations on the amount of detector material, and the hadronic interaction model, e.g. QGSP and FTFP
models [7, 26-28]. The uncertainty on the jet template accounts for differences between the W +jets shape
in the signal and control regions and is derived from comparisons to simulated W+jets events, as well as
the differences between the multi-jet shape in the opposite sign and same sign region derived by varying
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Figure 4: Track multiplicity: the sum of the number of core tracks and the outer tracks in 0.2 < AR < 0.6 that fulfil
the requirement D" < 4, as defined in the text and Ref. [2]. The true tau and jet — tau fake component are fit
to data while the lepton — tau component is fixed to the simulation prediction. The uncertainty band includes only

the statistical uncertainty.

the multi-jet control region selections. The uncertainty on the template due to the uncertainty on the
lepton faking tau is estimated conservatively by varying the normalisation up and down by 50%.

Source Uncertainty [%]

1-track 3-track

Jet template 1.5 1.5
Tau template 4.4 4.3
Lepton template 1.7 1.7
Statistics 1.7 2.8
Total 4.9 4.9

Table 3: Dominant uncertainties on the tau identification efficiency scale factors estimated with the Z boson tag-and-
probe method, and the total uncertainty, which combines systematic and statistical uncertainties. These uncertainties
apply to Thad—vis candidates passing the medium tau identification algorithm with pr > 20 GeV.

Figure 6 shows the jet BDT score distribution, while figures 7 to 25 show the input variables of the jet
discriminant BDT. In both sets of plots, the estimations of the signal and background are as described
previously in this section. The definition of the input variables can be found in Sec. 5.1 in Ref. [3].
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Figure 5: The scale factors needed to bring the offline tau identification efficiency in simulation to the level observed
in data for one track and three track 7,4-vis candidates with pr > 20 GeV. The combined systematic and statistical

uncertainties are shown.
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Figure 6: The jet discriminant BDT output distribution for one track (a) and three track(b) Th,q—vis candidates. As
mentioned in the text, a very loose cut, BDT>0.3, is applied in the Th,4-yis selection, which leads less than 1%
inefficiency. The background estimation is the same as the main analysis as shown in figure 4 and the normalisation
factors of the templates from the fit have been applied. The uncertainty band includes only the statistical uncertainty.
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(a) and after (b) medium identification requirement. The background estimation is the same as the main analysis
as shown in figure 4 and the normalisation factors of the templates from the fit have been applied. The uncertainty
band includes only the statistical uncertainty.
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Figure 14: The jet discriminant BDT inputs: Fraction of tracks pr in the isolation region fitsr:c" for Thad—vis
candidates before (a) and after (b) medium identification requirement. The background estimation is the same as
the main analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied.

The uncertainty band includes only the statistical uncertainty.
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Figure 15: The jet discriminant BDT inputs: Ratio of track-plus-EM-system to pt PEMH"‘C" /Pt for Thad—vis
candidates before (a) and after (b) medium identification requirement. The background estimation is the same as
the main analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied.
The uncertainty band includes only the statistical uncertainty.
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Figure 16: The jet discriminant BDT inputs: Central energy fraction feen: for Thag—vis candidates before (a) and
after (b) medium identification requirement. The background estimation is the same as the main analysis as shown
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candidates before (a) and after (b) medium identification requirement. The background estimation is the same as
the main analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied.
The uncertainty band includes only the statistical uncertainty.
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Figure 18: The jet discriminant BDT inputs: Ratio of EM energy to track momentum f ?:Ik for Thad—vis candidates
before (a) and after (b) medium identification requirement. The background estimation is the same as the main
analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied. The
uncertainty band includes only the statistical uncertainty.
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Figure 19: The jet discriminant BDT inputs: Leading track momentum fraction f~!
before (a) and after (b) medium identification requirement.

uncertainty band includes only the statistical uncertainty.
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Figure 22: The jet discriminant BDT inputs: Track-plus-EM-system mass m o ¢ .aqc fOr Thag—vis candidates before
(a) and after (b) medium identification requirement. The background estimation is the same as the main analysis
as shown in figure 4 and the normalisation factors of the templates from the fit have been applied. The uncertainty
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Figure 23: The jet discriminant BDT inputs: Track mass my,ck for Thag—vis candidates before (a) and after (b)
medium identification requirement. The background estimation is the same as the main analysis as shown in figure
4 and the normalisation factors of the templates from the fit have been applied. The uncertainty band includes only
the statistical uncertainty.
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Figure 24: The jet discriminant BDT inputs: Transverse flight path significance Sg,ight for Thag—vis candidates

before (a) and after (b) medium identification requirement. The background estimation is the same as the main
analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied. The
uncertainty band includes only the statistical uncertainty.
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Figure 25: The jet discriminant BDT inputs: Ratio of track-plus-EM-system to pp PEM*track /pr for 74 1
candidates before (a) and after (b) medium identification requirement. The background estimation is the same as
the main analysis as shown in figure 4 and the normalisation factors of the templates from the fit have been applied.
The uncertainty band includes only the statistical uncertainty.

6.3. Trigger efficiency measurement

The performance of the tau trigger is important in meeting the event rate constraints in data taking. In
this section, a comparison is made of the efficiency of the online tau identification measured in data and
simulation using the tag-and-probe method. The selection of Z — 7, 7,,q events used in the measurement
of the online tau identification efficiency is described in section 6.1.

6.3.1. Signal and Background estimation

The dominant background contributions come from the misidentification of jets as Th,q-vis candidates in
multi-jet and W+jets events. These backgrounds are estimated via data-driven methods, using control
regions enriched in multi-jet and W+jets. The shape of the multi-jet background is taken from the same
sign control region, and normalisation factors (rqcp) are derived in the multi-jet control region. The
normalisation factors are defined as the ratio of OS to SS charge events and are parametrised by the
number of charged tracks (Nyack) associated with the Th,q-vis candidate, as well as its pr.

The shape of the W +jets background is modelled with simulated events, with normalisation factors derived
from the W+jets control region. Additionally, the requirements on the invariant mass of the muon and tau
candidate, and the sum of the distance in the azimuthal plane between the muon and E{f‘iss and between
the Thag—vis and ET™, are dropped. The normalisation factors are defined as the ratio of data to simulated
W+jets events in the control region and are again parametrised by the number of charged tracks (Nrack)
associated with the 7,,4-vis candidate, as well as its pr. All other backgrounds are estimated via simulation.
Figure 26 shows the signal region offline tau pt distributions before and after the application of the tau
trigger.
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6.3.2. Results

The online tau identification efficiency is measured with respect to tau candidates reconstructed and
identified offline as a function of both the reconstructed transverse momentum of the tau candidate, and
the number of primary vertices in the event. At L1, the tau trigger has requirements of pr > 12 GeV
and calorimetric isolation, whereby energy deposited in a ring surrounding the L1 tau object is required
to be lower than a threshold dependent on the L1 tau energy. At HLT, the trigger has requirements of
pr > 25 GeV, the number of associated charged tracks restricted to three or less, and a medium working
point selection on the online BDT score. Figure 27 shows the online tau identification efficiency measured
in data (with estimated backgrounds subtracted) for the different levels of the trigger.

Same Sign Data
Stat. Uncertainty

Same Sign Data -

tat. Uncertainty

> 1 O XT1 QBT T ‘ T T T T ‘ T T T T ‘ L ‘ T T T T > XT1 QST T T T T T ‘ T T T T T T T T ‘ L.

8 T ATLAS Internal —— gata ] 8 5/-ATLAS Internal —+— gata -
L 4 Bl Zow N r g B Zot B

e [ Vs=13TeV,3.21b B 2 eelun ] 0 - ls=13TeV,3.2f W Z-> eelun 8

ol 8 jZ—)‘Cu‘Chad COw- - ol 4l 57T COw- B

> /|t - L HLT tau25 medium trigger =3 1 b

= c

o) (0]

> >

o L

4 { 2 7:
2 . 1 7
15 et 15 =
'o F T T [ TT T T T — 'O | — T T T —
o) E —+3 [0} ' 3
% 1E M%w % L .
0 5 CL 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 3 0 5 CL 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 l 1 1 1 1 3

5 0 70 ®© 70
a p, (4,0 [GeV] O p; (t,q0) [GEV]

(a) (b)

Figure 26: The pr and distribution of the tau candidate passing the offline medium tau identification a) before, and
b) after the application of the tau trigger. The tau trigger has an online pt requirement of 25 GeV, and a medium
online identification. The events are from a selection designed to be enriched in the process Z — 7, Thag.

The measured online tau identification efficiency is compared to simulated Z — 77 events in figure 28
and is shown to be well modelled outside the turn-on region. As in the offline tau identification efficiency
measurement, scale factors are derived to account for the differences between data and simulation and
are found to be consistent with unity for tau candidates with a reconstructed transverse momentum above
30 GeV.

The dominant systematic uncertainties considered for the efficiency measurement are shown in table 4,
and are associated with the background subtraction. The largest systematic uncertainty results from the
uncertainty on the estimation of the multi-jet background. The systematic uncertainties are larger in the
low-pr region due to the larger background contribution.
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Figure 27: The Level 1 (red) and High Level Trigger (blue) online tau identification efficiency for th,4-vis candidates
identified by the offline medium tau identification, as a function of (a) the offline m,q-vis transverse energy and (b)
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Figure 28: The online tau identification efficiency measured in data and simulation, for offline t,4-vis candidates
passing the medium tau identification, as a function of the offline 7},,4_vis transverse energy. The expected background
contribution has been subtracted from the data. The uncertainty band on the ratio reflects the statistical uncertainties
associated with data and simulation as well as the sources of systematic uncertainty. The Scale Factor is defined as
the ratio of data to MC.
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1-track 3-track

Without trigger | With trigger | Without trigger | With trigger
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% Xx.xx% Xx.xx% X.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%

Table 4: Overall effect of individual systematic uncertainties on all backgrounds measured in selections with and
without the application of the 7 trigger with a pr threshold of 25 GeV. The systematic uncertainties are shown for
1-track and 3-track 7 candidates separately. If the systematic uncertainty consists of both upward and downward
variations, the variation resulting in the highest effect is shown. Systematic uncertainties (or pairs thereof) whose
overall effect is 0.05% or less are not shown. (After collecting information, these will be updated)

6.4. Offline Ty,4-vis energy calibration

The tau energy scale (TES), a tau-specific energy correction derived from simulation, is applied after the
local hadronic calibration to the tau candidate energy. A full description is detailed in Ref. [2]. This
section describes the in-situ measurement of the tau energy scale based on collision data. The method is
based on the fact that the distribution of the reconstructed visible mass, myjs in Z — 7, 7h,aq €vents can be
used to measure a TES shift between data and simulation.

6.4.1. Signal and Background estimation

The signal and background estimations are as described in section 6.1, with the difference being the
selection criteria, as shown in table 2. The m,;s variable is defined as the invariant mass of the 7j,q_vis and
muon system. The tau energy is parametrised as Et — (1 + «)ET by introducing a TES shift @, while
the muon momentum scale is measured independently with high precision. In Run-1, o was determined
by comparing the my;s fitted peak value between data and simulation [2]. One drawback of this peak-fit
method is that the peak value is easily affected by the statistical fluctuations. In Run-2, a new method has
been developed by comparing the full my;s shape and « is determined by finding the value at which the
simulation and data maximally agree. The new method is more robust against statistical fluctuations and
the tau energy resolution. Technically, @ is determined by minimising the y?(«, f) defined as Eq. 3:

si bk
(leiata _ fNiS]g(CU) _ Ni g)l

Pl fr=) (3)

T (N2 4 P2ANTE ()2 1 (AN

d: > <1 bk
Here N&9/sie/bke

i

is the number of events in the i-th bin of the visible mass distribution in the data, signal
or background; ANL.Sig/ PkE j5 the corresponding uncertainty in the number of events; Nlpkg (AN})kg) is
corresponds to the sum of the contributions from all backgrounds; the parameter f is introduced to reduce
the impact of overall normalisation discrepancies between data and simulation. The signal yield in each

bin depends upon the in-situ TES parameter «.
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6.4.2. Results

The measured TES shiftis @ = —0.7% + 0.8% (stat) + 1.2% (syst) and @ = =3.6% =+ 1.2% (stat) + 2.3%
(syst) for Thag—vis With one and three associated tracks, respectively. The corrections are negative and
applied to the momentum of 7,,4_vjs in simulation in order to yield agreement (on average) with data. The
uncertainties only account for differences between data and simulation. The resulting my;s distribution for
data and simulation is shown in figure 29 after applying the TES correction.
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Figure 29: The distribution of my;s: the invariant mass of the Tp,q-vis and muon system

The dominant systematic uncertainties of the in-situ measurement are due to the uncertainty related to
the tau identification, the potential bias of the fit obtained by varying the fit range, and the normalisation
of the jet background. The main systematic uncertainties are summarised in table 5. The impact of the
uncertainty related to the tau energy resolution is significantly reduced with respect to the previous method

[2].

Source Uncertainty [%]
1-track  3-track

Fit bias 0.8 0.6
Tau energy resolution 0.3 0.6
Tau identification 0.5 2.6
Muon 0.2 0.6
Jet background 0.7 1.2
Total 1.2 3.0

Table 5: Dominant systematic uncertainties on the tau energy scale estimated using the in-situ method. In general,

the values depend on the number of associated tracks. All other systematic uncertainties are smaller than 0.1%.
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7. tt tag-and-probe analyses

The higher mass of the top quark in comparison to the Z boson results in decays to tau leptons with a
harder pr spectrum, as shown in Fig. 30. This enables online and offline tau identification performance
measurements in a pr region that is difficult to access and provides a useful cross check to the Z — 77
analyses discussed in section 6. In this section, two tag-and-probe analyses are described with differing
final states.

_“é‘ E T T T T T T T E
2 10 ATLAS  Intemal ttoteX E
€ [ MCtuh(s-13Tev Zom 7
g E E
< ok =
0%k =
10°E -
E P S S S R #atty

0 100 200 300
P, (Thag) [GEV]

Figure 30: The pr distribution of tau candidates matched to generated taus from #f and Z — 77 events.

7.1. Offline tau identification efficiency measurement

this is currently a placeholder

7.2. Trigger efficiency measurement
7.2.1. Event selection

In the online tau identification efficiency measurement, the process tf — [buv,][bTv.] is considered
in which the muon constitutes the ‘tag’ object, and the hadronically decaying Thag—vis iS probed. The
selection and triggering of the muon candidate is the same as described in section 6. Likewise, events
with additional electrons or muons are vetoed and at least one opposite sign charge Thaq-vis is required,
with the leading pr candidate considered. Non-#¢ processes are suppressed by requiring at least two jets
with pr > 20 GeV in the event, and with at least one b-tagged.

7.2.2. Signal and background processes

All simulated events originating from 77, single top, and W/Z+jets processes where the probe is geomet-
rically matched to a generated, hadronically decaying T,,4-vis particle are considered as signal events. The
main backgrounds are events where a quark- or gluon-initiated jet is reconstructed and misidentified as
the probe object. These backgrounds principally result from multi-jet processes as well as ¢f, single top,

25th August 2016 — 17:48 36



\ Not reviewed, for internal circulation only ‘

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

DRAFT

and W /Z+jets processes. The combined shape of these backgrounds is taken from events in which the
muon and the Tpaq-vis have the same sign charge. Normalisation factors (rqcp) for the backgrounds are
derived in a control region enriched in multi-jet events, defined by inverting the isolation requirement on
the muon and dropping the b-tag requirement. The normalisation factors are defined as the ratio of OS to
SS charge events and are parametrised by the number of tracks associated with the 7,,4-vis candidate, as
well as its pt. The rocp value is computed separately for events before and after the application of the tau
trigger.

Events containing 7, single top, and W /Z+jets processes, where a jet is misidentified as the probe, are
modelled by simulated events with the OS requirement. The small background of events in which the
lepton is misidentified as the probe is also modelled by simulated events with the subset of events with
the same sign requirement subtracted.

7.2.3. Results

The online tau identification efficiency is measured with respect to tau candidates reconstructed and
identified offline in the same manner as described in section 6.3, and as a function of the reconstructed
transverse momentum of the tau candidate. For the tau trigger with a pr threshold of 25 GeV and for events
with tau candidates reconstructed with the offline medium identification requirement, the efficiencies and
corresponding scale factors in simulated signal and data events (with the estimated backgrounds subtracted)
are shown in figure 31. The scale factors are consistent with 1 above 39 GeV for 1-track th,4-vis candidates,
and above 43 GeV for 3-track t,,4_vis candidates.
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— Data Stat. — Data Stat.

S 1# - + e 1 2 I o B

w B L L + g
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Figure 31: Efficiencies for signal and background subtracted data and corresponding scale factors for the tau trigger
with online pr > 25 GeV as a function of the transverse momentum of offline th,4-vis candidates with a medium
identification requirement. The efficiency is measured using the tag-and-probe with events primarily resulting from
tt decays. The Scale Factor is defined as the ratio of data to MC.
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Sources of systematic uncertainty include the reconstruction and identification efficiencies and the energy
scale of the muon, the reconstruction efficiency of the b-jets, and the estimation of the rqcp normalisation
factor. With the exception of rqocp, which is calculated separately depending on the application of the
tau trigger, all are considered with and without the tau trigger applied. The systematic uncertainties enter
through the subtraction of estimated backgrounds from data. The main sources of systematic uncertainty
are displayed in table 6. The largest source of uncertainty, the multi-jet normalisation factor, contains a
statistical component related to the number of events in the SS control region, and a systematic component
derived by varying the choice of selection criteria used to define the control region.

Source Uncertainty [%]
1-track 3-track

multi-jet normalisation 7.7 13.7
b-tagging <1 < 1%
muon <1 < 1%

Table 6: Dominant uncertainties on the estimated backgrounds for the #7 tag-and-probe efficiency measurement.

8. Z — ee tag-and-probe analysis

The probability of misidentifying the electron as a candidate tau is measured in events dominated by
Z — ee processes. As in the previous sections, a tag-and-probe approach is used. Events are selected
by triggering on the presence of an electron (tag) and must contain a candidate tau lepton decaying
hadronically with a single track (probe).

8.1. Event selection

The event selection is chosen to produce a sample of events enriched in Z — ee processes. The tag
object in the event is a reconstructed electron with pt > 25 GeV, and tight likelihood identification
requirements. Several triggers are available, with online medium electron likelihood identification and
varying online pt requirements. These select events containing electrons with varying levels of efficiency,
and therefore the trigger used to select events is dependent on the pr of the reconstructed electron in
order to maximise acceptance. Events in which the reconstructed electron has offline pr > 135 GeV,
65 GeV < pr < 135GeV or 25 < pr < 65 GeV, are selected and geometrically matched to a trigger
object with a respective online requirement of pr > 120 GeV, pt > 60 GeV or pr > 24 GeV. The probe
Thad—vis candidate must have a single track, pt > 20 GeV, and a veto is placed on events containing muons
or b-tagged jets.

To ensure the selected events contain a high purity of Z — ee decays, an additional selection is placed on
the signal region, requiring the electron pr > 30 GeV, the invariant mass of the electron and tau system
to be within 80 GeV < myis(e, Thad—vis) < 100 GeV, and the transverse mass of the electron and E%“i“
system, mt(e, E3"**), to be less than 40 GeV.
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8.2. Signal and background processes

The data sample enriched in Z — ee processes is compared to an estimation of signal events and
background processes. The Z — ee signal process is estimated via simulation and the probe tau from
both signal and background processes must be within a cone of size AR < 0.2 of a generated electron for
simulated events. The contribution to the signal region from Z — 77 and top-quark processes are also
estimated from simulation.

W +jets processes are estimated via simulated events, with a scale factor extracted from a W+jets dom-
inated control region. The control region is defined by requiring exactly one electron in the event,
Myis (€, Thad—vis) < 80 GeV, mr(e, EX5) > 70 GeV, and E'S% > 30 GeV.

The shape of the multi-jet background is taken from events in which the electron and the tau lepton have
the same charge and scaled with a normalisation factor derived in a control region enriched in multi-jet
events. The multi-jet control region is defined by inverting the isolation requirement on the electron,
such that the ratio of transverse energy in a cone of AR < 0.2 around the electron to the electron pr,
and the ratio of transverse momentum in a cone of AR < 0.4 around the electron to the electron pr, are
greater than 12% and 8% respectively. Same sign events from the simulated Z — 77, W+jets and top
backgrounds are subtracted from the same sign background.

The pr and n distributions of the tau candidate are shown in figure 32 after the full event selection and
with the background estimation described above.

x10° x10°
m : T T T N T T T N T T T N T T T : (/) N T N L L N L L ‘_T#_T baia{ L T N T M
S 0.3 ATLAS  Internal —+— ZData - S - ATLAS Internal (AT :
o Vs=13TeV,3.21b" = z:T:e/uu ] i 0.3 (s=13Tev, 321" [ Z—> ee/un -
[ l - W v B
L ERW- I ] r (| Je?el,r fakes
r [ Jet—l,t fakes 7 - i sinal b
0.2~ tf, singletop | r C 1t single top ]
L U,ncertainty ] 0.2~ B Uncertainty ]
0. 1 [ ] 0 1 - —

- .
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Figure 32: The pr and n distributions of the tau candidate after the full event selection.

8.3. Results

The electron misidentification probability is defined as the probability of an electron passing both the tau
identification and the electron discrimination algorithm. It is measured by taking the ratio of signal region
events passing the medium tau identification and the very loose electron discrimination requirements to
all signal region events, and is calculated for both data and the simulated Z — ee signal process. For
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the efficiency in data, the estimated contribution to the signal region coming from non-Z — ee events is
first subtracted. The efficiencies in data and simulation, and the ratio or correction factors are shown in
figure 33. The misidentification probability ranges between 0.5% and 2.5% across the n spectrum of the
tau candidate and is below 1% for tau candidates with pr < 50 GeV.

Sources of systematic uncertainty include uncertainties associated with the reconstruction, identification
and energy scale of the electron and T,4-vis, and the electron trigger. The estimation of the multi-jet and
W +jets normalisation factors contribute as additional sources of uncertainty.

5 AT 1
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: === Scale Factor with total uncertainty :
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| —— — 4
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(T,

Figure 33: Electron misidentification probability and corresponding scale factors for the requirement that Thyg—vis
candidates with overlapping electrons pass a medium tau identification criteria and the electron discrimination
algorithm. The measurements are carried out on data enriched in Z — ee events and with estimated backgrounds
subtracted, as well as simulated Z — ee events, and the ratio is displayed as a scale factor.

9. Summary and conclusions

The performance of the online and offline tau identification, and the energy calibration is measured
using Z — 77 tag-and-probe measurements. The uncertainties on the offline tau identification efficiency
measurement are approximately (5-6)%, depending on the working point, inclusive in 7 and for a visible
transverse momentum greater than 20 GeV. The online tau identification efficiency is measured with a
precision of (3—10)% depending on the transverse energy of the tau candidate, by using the hadronic tau
lepton decays from Z bosons, selected by offline algorithms. The transverse energy range of the online tau
identification efficiency measurement is extended via measurements on tau lepton decays from ¢f processes,
and the results are found to be consistent with unity above 45 GeV. The probability of misidentifying
electrons as tau candidates is measured to be < 2% for tau candidates with 20 GeV < pt < 50 GeV. The
reconstructed tau energy scale is measured with a precision of approximately (2—3)%.
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Appendix

A. Offline tau identification efficiency measurement

The goal of this study is to derive the identification efficiency of hadronically decaying tau leptons from
the data recorded by the ATLAS detector, and compare it to the efficiency expected from Monte Carlo.
This is performed by using Z— 77 events, selected following a tag-and-probe approach: events triggered
by the presence of a muon (tag) and containing a hadronically decaying tau candidate (probe) are selected.
The Z— 7, Thaq signal will be subject to several backgrounds, those considered in this study being W+jet,
711, top and multijet.

In order to get the efficiency, one must determine and compare the number of reconstructed 7,4 before
and after application of the identification algorithm.

A.l. Event selection

A pre-selection (FIG. 34) is first applied, requiring one single trigger matched muon with a pr over 22
GeV and at least one 7,44 candidate with a py over 20 GeV. If several, the candidate with the highest pr
is chosen. Some distributions after this pre-selection are shown in FIG. 35.

HLT_mu20_iloose_L1MU15
muTrig_Match_HLT_mu20_iloose_L1MU15
Npox 21
Exactly 1 muon, electron veto
Only leading tau candidate
pr =20 GeV
Tau requirements In| <1.37 and 1.52< || <2.47
Ntracks =1or 3, |Q|=1
tau jet BDT score>0.30
pr =22 GeV
medium Id
ptconed0/pt<0.01
etcone20/pt<0.04

Pre-selection

Muon requirements

Figure 34: Pre-Selection

A signal region, enriched in Z— 77 events, is then defined by applying cuts on the transverse mass
(Mt = \/ZpT(p).EgliSS.(l — cosAD(p, E%niss))), SumCosDPhi (=cosA® (4, E%‘iss) + cosAD (44, E{Piss))
and the visible mass from the muon and the tau (FIG. 36).

Two control regions, respectively enriched in W+jet and multijet events, are also defined in order to
perform the background estimation.
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Figure 35: Distribution after pre-selection of the transverse mass (a), the visible mass of the muon and the tau (b),
SumCosDPhi (c) and the transverse missing energy (d).

A.2. Efficiency extraction

The identification efficiency is derived by performing a fit in the OS signal region. The variable used
for this fit is the track multiplicity of the 7,4 candidate, defined as the sum of the number of core
tracks (0< AR <0.2) and of the number of outer tracks (0.2< AR <0.6) satisfying the criterion

core

min(l% X AR(core, outer)) <4. This criterion, on top of suppressing tracks from pileup and un-

T
derlying events, will enable to separate the true tau leptons from the jet fakes by requiring the outer tracks
to have a pr close to the core tracks and to be close to them. The track multiplicity will therefore tend to
be higher for jet fakes than for true tau leptons.

Three templates are built in order to perform the fit:

* Tau template: the signal template, built from Monte Carlo Z— 77 and top (¢7) events with truth
matched taus. It is split between 1 and 3 prong;

* Lepton template: first background template, built from Monte Carlo Z—1l, Z— 77 and top events
with lepton fake taus;

 Jet template: second background template, accounting for jet fakes (W+jet and Multijet). This
template is data driven and needs a specific construction.
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Mt <50 GeV
SumCosDPhi>-0.1
42 <visible mass (u, 7)<82 GeV
upr <40 GeV, AD(u, 7) >2.4

Mt >60 GeV
W+ijet control region E;“iss >30 GeV
SumCosDPhi <0

Same as signal region except:
ptcone40/pt>0.01
etcone20/pt>0.04

15<visible mass<50 GeV and visible mass>90 GeV

Signal region

Multijet control region

Figure 36: Definition of the signal region and the control regions

Jet template construction The jet template accounts for the jet fakes in the OS signal region, it is
therefore built as sum of the contributions from W+jet and Multijet, which need both to be estimated.
The W+jet contribution in the OS signal region is obtained by taking the data distribution in the OS W+jet
control region, and by applying it a (OS W) transfer factor defined as the ratio between W+Jet Monte
Carlo’s in the OS signal region and the OS W+jet control region (FIG. 37).

The multijet contribution must first be estimated in the SS signal region, before applying it a multijet
transfer factor, defined as the ratio between data in the OS multijet control region and the SS multijet
control region (FIG. 39). This estimation of multijet in the SS signal region is obtained by taking the data
distribution in the SS signal region, and subtracting an estimation of W+jet in this same region (defined
the same way as W+jet in the OS signal region, FIG. 38).

The three transfer factor used are applied as flat normalisation factors, their shapes being taken into account
in the systematics. The different templates are presented in FIG. 40.

Pre-Id fit The choice was made to perform the fit in the pre-Id region, rather than making simultaneous
fits in the passed and failed Id regions. Indeed, a fit in the failed Id region is too dependent on the jet
template modelling and would lead to uncontrollable systematics. In addition, the pre-Id fit also enables
to increase the tau statistics and therefore the fit power.

For this fit, the tau templates (1 and 3 prong) are floated with a common parameter, the jet template is also
floated and the lepton template is constrained to the Monte Carlo prediction.

This pre-1d fit (FIG. 41(a)) enables to extract two essential elements for the computation of the efficiency:
the yield of tau before Id and the jet normalization factor (i.e. the floated parameter for the jet template).

Efficiency To get the efficiency, the yield of tau in the passed Id region is also needed. To get this,
templates in the passed Id region are built (splitting between 1 and 3 prong for all of them, FIG. 43). The
jet templates are built following the same procedure as for the pre-1d jet template, the different transfer
factors used are shown in FIG. 42.

The jet normalization factor extracted from the fit is then applied on the jet templates in passed Id, and the
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Figure 37: W+jet distribution in the OS signal region (a), W+jet distribution in the OS W+jet control region (b) and
OS W transfer factor (c).

yield of tau in passed Id is obtained by subtracting the lepton and the jet templates to data.
The efficiency is then computed as the ratio between the yield of tau in passed Id and before Id.

A.3. Results

Here are given the results obtained with the full 2015 dataset, i.e. an integrated luminosity of 3.2 fb~!,
and MC15b samples. The results are split between 1 and 3 prong, and between three identification
requirements: tight (FIG. 44), medium (FIG. 45) and loose (FIG. 46).

The systematics considered come from the definition of the templates:

* The transfer factors used to build the jet template are a source of systematics. For the W transfer
factors (OS and SS), the uncertainties on the normalisation factors applied are considered, as well
as the shapes of the transfer factors as a function of the track multiplicity. For this latter, the OS
and SS transfer factors are respectively fitted to a 3rd and 2nd order polynomial, and the resulting
function is used instead of the flat normalisation factor. The shape of the multijet transfer factor is
also taken into account, and in addition the reliability of the multijet control region is estimated by
splitting into three sub-regions and deriving a transfer factor for each.
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Figure 38: W+jet distribution in the SS signal region (a), W+jet distribution in the SS W+jet control region (b) and
SS W transfer factor (c).

* The systematics on the tau template are estimated by using different Z— 71 Monte Carlo samples,
with alternative detector geometries (Alternative GEO (+5%), Alternative IBL. GEO) or different
physics lists in Geant 4 (QGSP_BIC, FTFP_BERT_BIC).

* For the lepton template, an arbitrary uncertainty on the modelling of 50 % is propagated.
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Figure 39: Data distribution in the OS multijet control region (a), in the SS multijet control region (b) and multijet
transfer factor (c).
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Figure 43: Passed identification: tau template 1 (a) and 3 prong (b), jet template 1 (c) and 3 prong (d) and lepton

template 1 (e) and 3 prong (f).

1 prong 3 prong
Data efficiency 0.606+0.010 0.430+0.011
MC efficiency 0.590 0.424
SF 1.027 £ 0.019(stat.) "0 (sys.) | 1.013 £ 0.031(stat.) 000 (sys.)

Figure 44: Tau identification efficiency from data and Monte Carlo for the tight identification requirement. The

scale factor is the ratio between measured and expected efficiencies.
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1 prong 3 prong
Data efficiency 0.771 £ 0.012 0.592 +£0.015
MC efficiency 0.760 0.586
SF 1.016 + 0.017(stat.)*0-0%(sys.) | 1.010 + 0.028(stat.)*0-073(sys.)

Figure 45: Tau identification efficiency from data and Monte Carlo for the medium identification requirement. The

scale factor is the ratio between measured and expected efficiencies.

1 prong 3 prong
Data efficiency 0.860+0.013 0.723+0.019
MC efficiency 0.852 0.745
SF 1.008 =+ 0.016(stat.)*0-07%(sys.) | 0.971 + 0.028(stat.) 07 (sys.)

Figure 46: Tau identification efficiency from data and Monte Carlo for the loose identification requirement. The

scale factor is the ratio between measured and expected efficiencies.
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B. Online tau identification efficiency measurement

A tau trigger in the ATLAS experiment has been designed and implemented to select events which contains
hadronically decaying tau leptons (7,q) in the final state.

The ATLAS trigger system is consist of two level triggers to efficiently collect interesting events keeping
trigger rate. The first level is hardware-based trigger named Level 1 (L1) while the second one is software
based trigger named High Level Trigger (HLT). At L1, the tau reconstruction is performed based on the
energy deposit in the electromagnetic (EM) and hadronic (HAD) calorimeters. These energy deposits
are read out in calorimetric towers with a granularity of 6n X ¢ = 0.1 X 0.1. Taus are identified if the
uncalibrated sum of the energy depoists in 2 X 1 EM towers and 2 X 2 HAD towers behind the EM towers
exceed a given threshold. An additonal isolation requirement can be applied by setting an upper threshold
for the energy deposited in 4 X 4 ring surrounding the 2 x 2 towers in the EM calorimeter. Isolation
thresholds has been implemented with respect to its core energy from 2015 Run. Isolation requirments
can effectively reject QCD jets whicle keeping a high-efficiency for selecting m,,9. The position of the
L1 energy deposit is defined as a region of interest (Rol). At HLT, three sequential selections are made
around Rols. Firstly, a cut on the transverse energy of the tau candidate is made using topological clusters
of calorimeter cells, with a dedicated tau energy calibration applied. Secondly, a two-step fast tracking
is used to select tau candidates with a low track multiplicity. A leading track is found within a narrow
AR of the tau direction, followied by a second fast-tracking step using a larger AR but with the tracks
requireed to emanate from the same position along the beamline as the leading track. Finallly, the full
HLT precision tracking is run and a collection of variables, built from calorimeter and track quantities,
are fed into a BDT for the final tau identification. BDT tau identification has been harmonised with the
offline tau identification as much as possible.

The efficiency of the tau trigger was measured on real data using a Z— 7, Thaq tag-and-probe method. The
presense of an isolated muon coming from a 7, decay is required to tag the Z— 7,7h,q event while the
Thad 1S Used as an unbiased probe of tau trigger performance. In order to measure the efficiency, tau pr
spectrum is measured before and after passing single tau trigger.

B.1. Object & Event Selection

In this analysis, hadronic taus in Z— 7, Thaq events are considered. The selected events are accepted by
the lowest unprescaled single muon trigger are tagged by an offline reconstructed muon passing gradient
isolation requirement with transverse momentum above 22 GeV. The presense of an offline reconstructed
tau with transverse momentum above 25 GeV, one or three tracks, passing the offline tau identification
working point (loose, medium and tight); tau identification working point depends on which measurement
are performed. The electric charge of tau is required to be opposite to the one of muon. The event
selection used to enhance the Z— 7, Tp,q events. To reject Z(— up)+jets and di-leptonic ttbar events,
it is required that there is exactly only one reconstructed muon and no other reconstructed light lepton;
i.e. electron and muon. To reject QCD multi-jets and W— uv+jets events, the invariant mass of the
muon and the offline tau candidate is required to be between 45 and 80 GeV, the transverse mass of the

muon and EX™S (mp = \/Zng‘Tm“(l — cos Ag(u, EX™))) has to be less than 50 GeV and the distance

in the azimuthal plane between the muon and E%‘iss and between the offline tau candidate and E%“ss
(XcosA¢ = cos Ap(u, EITniSS) + cos A¢(T, E%‘i“)) has to be greater than -0.5. Finally, no b-tagged jet with
77% working point is required to suppless a littie bit contribution from ttbar events.
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sse The full list of selection requirements are summarized in Table 7.

Table 7: Event selection requirements for Z— 7, 7,44 events
Requirement

Trigger HLT_mu20_iloose_L1MU15

u Medium quality

Trigger matched

Gradient or inverted Gradient isolation
pr > 22 GeV

In| < 2.5

e Loose likelihood ID

pr > 15 GeV

In| < 2.5

T Loose, Medium, or Tight BDT ID

lgl =1

Ntrack =1or Ntrack =3

pr > 25 GeV

In| < 1.370r 1.52 < |n| < 2.47

no overlapping electron

jet pr > 20 GeV

In| < 4.5

JVT > 0.64 for |n| < 2.5 & pt < 50 GeV
77% identification efficiency for b-jets

preselection one primary vertex with at least 4 tracks

one reconstructed u

no other reconstructed leptons

one or more reconstructed 7

the u and the T have opposite sign charge

no b-tagged jet

signal region Gradient isolation on the u

my < 50 GeV

cos(Ap(u, E?iss)) + cos(A¢ (1, EM5%)) > —0.5
45 < M, [ GeV] < 80

QCD control region | inverted Gradient isolation on the u

mt < 50 GeV

cos(Agp(u, E?iss)) + cos(Ap (1, EMs8)) > —0.5
W-+Jet control region | Gradient isolation on the u

E%liss > 30 GeV

my > 60 GeV

ss7  B.2. Backgrounds Estimation
sss  After applying event selection in B.1, the dominant sources of background events are W— uv + jets and

sso  QCD multi-jets events. Since it is difficult to estimate jet to m,q fake only with MC simulation, these
g0 backgrounds are estimated using data in the dedicated control regions.
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B.2.1. Multi-jets Estimation

QCD multi-jets events are modeled from real data events where the offline tau candidate and the muon
have the same sign electric charge (SS data). The shape of the background events is taken from the same
requirements as signal region but using the SS data. Considering the difference of the amonut of multi-jets
contribution between opposite sign (OS) and SS data, the normalization factor (rqcp) is derived from the
dedicated control region (QCD control region in Table 7), where QCD multi-jets events are dominant by
requiring that muon candidate does not pass gradient isolation requirments. Unlike signal region, Z mass
window cut is dropped in QCD multi-jet control region not to enhance Z— 7, Thaq fraction.

The rocpfactors are parameterized by the followings.
* offline 7 identification requirement: loose, medium, tight;
* T Nyack requirement: 1 or 3;
* 7: pt <40 GeV or pr > 40 GeV;

The rocpfactors are computed as the ratio of opposite-sign and same-sign events in the QCD control
region with the selected parameterization after subtracting all MC contributions.

NS P BP (Niget ID, pr) = Ngs > M (Nigack, 1D, pr)
CD C C :
(MNirack» ID, p1) — Ngs PERM (Nirack, ID, pr)

rQcp (Niack, ID, pr) = QCD CR Data
SS

These factors are applied to same sign events in the signal region to estimate SS data background.

SS data(Nyack, ID, p1) = Z rQCD(Ntrack, ID, pr) X SSSR(Ntrack, ID, pr)
Nitack, 1D, pr

Both statistical and systematic components are considerd for the rocpuncertainties. The statistical com-
ponents is computed assuming that number of OS and SS events in the QCD control region are distributed
according to the normal distribution. To derive the systematic component, cuts on two isolation vari-
ables are used: the distribution of momentum of tracks inside a cone of AR < 0.3 (ptvarcone30), and
the distribution of energy of calorimeter deposits inside a cone of AR < 0.2 (topoetcone2) of the
u direction, relative to the offline u pr. The cuts are placed and varied individually (between 0.1 and
0.4), and the envelope of the change of the rocpfactor under each variation makes one component of the
systematic uncertainty. The total systematic uncertainty on the rqcpfactor is computed by adding the two
components in quadrature.

The rqocpfactors for 1-track, 3-track, and 1- or 3-track 7 candidates are shown in Table 8. The 7 pr
distributions of opposite-sign and same-sign events in the QCD control region with a medium offline v
identification requirement are shown in Figure 47.
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|

loose \

medium \

tight

1-track T candidate

pt inclusive
pr <40 GeV
pt > 40 GeV

1.15+0.01 £0.03
1.11 £0.02 £ 0.03
1.20 £ 0.02 = 0.05

1.19 £ 0.02 £ 0.03
1.15 £ 0.02 £ 0.05
1.25 £ 0.03 £ 0.06

1.21 £ 0.02 £ 0.08
1.17 £ 0.03 £ 0.07
1.27 £ 0.04 £0.11

3-track T candidate

pr inclusive
pr <40 GeV
pt > 40 GeV

1.25 £ 0.02 £ 0.05
1.19 £ 0.02 £ 0.05
1.36 +£ 0.03 £ 0.09

1.28 £ 0.03 £ 0.08
1.21 £ 0.03 £ 0.10
1.42 £ 0.06 £ 0.16

1.39 £ 0.05 £ 0.14
1.29 £ 0.06 £ 0.16
1.62+0.11 £0.25

1 or 3-track t

candidate

pr inclusive
pr <40 GeV
pr > 40 GeV

1.18 +£ 0.01 £ 0.03
1.14 +£ 0.01 £ 0.03
1.25 £ 0.02 £ 0.05

1.21 £ 0.01 £ 0.03
1.17 £ 0.02 =+ 0.04
1.28 £ 0.02 + 0.06

1.24 + 0.02 £ 0.08
1.19 + 0.03 £ 0.08
1.32 £ 0.04 £0.10

Table 8: rqcpwith statistical and systematic uncertainties for events with 1-track, 3-track and 1- or 3-track 7
candidates, for selections with a pt threshold of 25 GeV, and for different ranges in 7 pr.
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Figure 47: Distributions of 7 pr in data and simulated events (MC) in the QCD control region, with opposite-sign
and same-sign events in the left and right plots respectively.

B.2.2. W+jets Estimation

The shape of the W+jets background events are modeled with MC simulation. Normalization factor
(kw) is derived from real data in the dedicated control region (W+Jet control region in Table ??). The

transverse mass of the muon and E%“iss (my = \/ Zp’;E;“iss(l —cos Ag(u, E%‘iss))) has to be more than 60

GeV to enhance the the purity of the W+Jet events. And E‘TniSS has to be more than 30 GeV to reject the
QCD multi-jet contributions. Taking into account the difference of the amount of the W+Jet contribution
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between OS and SS events, the normalization factors are extracted OS and SS data, respectively.
The kwfactors are also parameterized by the followings.

* offline 7 identification requirement: loose, medium, tight;

* T Niack requirement: 1 or 3;

e 7: pr <40 GeV or pr > 40 GeV;

Both kwfactors in OS and SS events (k\?vsand ka;q') are computed as the ratio of real data and W+Jet
MC simulation events in the W+Jet control region with the selected parameterization, requiring opposite
and same sign charge between tau and muon candidate, respectively. For these computation, all MC
contributions except W+Jet are subtracted from real data.

NWHetCRData( o D) pry — NV CRMCGD (D, pr)
k\%s (Nirack, ID, p1) = 3 o )

W+Jet CR MC(W+J
NYG RMEWVHD (N g, ID, pr)

W-+Jet CR MC(all
NWHet CR Data(Nthk’ ID, pr) — N s S+ ot @ )(Ntracka ID, pr)

keSS (Nigacko ID, pr) = —>2
N¥+Jet CR MC(W+Jet) ( Ntrack, ID, pT)

Both statistical and systematic components are also considerd for the kwuncertainties. The statistical
components is computed taking into account both statistics of real data and W+Jet MC simulation events.
To derive the systematic component, cuts on transverse mass of the muon and E‘Tniss is used. The cuts are
placed and varied individually (between 60 GeV and 120 GeV), and the envelope of the change of the
kwfactor under each variation makes the systematic uncertainty.

The kgvsand ksvsfactors for 1-track, 3-track, and 1- or 3-track v candidates are shown in Table 9 and
Table 10, respectively. The transverse mass distributions of opposite-sign and same-sign events in the
W-+Jet control region with a medium offline 7 identification requirement are shown in Figure 48.

\ loose | medium | tight

1-track T candidate

pr inclusive
pr <40 GeV
pT > 40 GeV

1.32+0.02 £ 0.03
1.29 + 0.02 £ 0.05
1.38 £ 0.03 £ 0.05

1.35 £ 0.02 £ 0.03
1.33 £ 0.03 £ 0.05
1.38 £ 0.04 + 0.04

1.42 +£0.04 £0.03
1.42 + 0.04 £ 0.05
1.41 £0.06 + 0.07

3-track T candidate

pr inclusive
pt < 40 GeV
pt > 40 GeV

1.43 +£0.03 £ 0.06
1.41 £ 0.03 £ 0.09
1.49 £ 0.06 + 0.09

1.47 £0.05 £0.13
1.43 + 0.06 + 0.09
1.56 = 0.10 + 0.20

1.60 £ 0.09 £ 0.11
1.63 + 0.10 £ 0.08
1.54 +0.17 £ 0.25

1 or 3-track

candidate

pt inclusive
pr < 40 GeV
pt > 40 GeV

1.36 +£ 0.02 £ 0.03
1.33 £ 0.02 £ 0.03
1.41 £0.03 £ 0.05

1.37 £ 0.02 £ 0.03
1.35 £0.03 £ 0.03
1.41 £ 0.04 £ 0.07

1.45+0.03 £0.03
1.46 + 0.04 £ 0.06
1.42 £ 0.06 + 0.07

Table 9: k\(,)vswith statistical and systematic uncertainties for events with 1-track, 3-track and 1- or 3-track 7 candidates,
for selections with a pr threshold of 25 GeV, and for different ranges in 7 pr.
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|

loose \

medium \

tight

1-track T candidate

pt inclusive
pr <40 GeV
pt > 40 GeV

1.65 +£0.04 +£0.10
1.56 £0.04 £ 0.15
1.93 £ 0.09 £ 0.09

1.68 + 0.05 £ 0.15
1.59 = 0.06 + 0.20
1.95+0.12£0.14

1.63 £ 0.07 £ 0.19
1.53 £ 0.08 £ 0.19
1.93 +0.17 £0.33

3-track T candidate

pr inclusive
pr <40 GeV
pt > 40 GeV

1.48 + 0.05 £ 0.05
1.40 £ 0.05 £ 0.05
1.76 £ 0.12 £ 0.11

1.63 £ 0.09 + 0.22
1.57 £0.09 £ 0.19
1.86 + 0.21 £ 0.33

2.10+0.20 £ 0.38
2.02+£0.22+0.58
2.38 £ 0.47 £0.33

1 or 3-track T candidate

pr inclusive
pr <40 GeV
pr > 40 GeV

1.58 £0.03 £ 0.06
1.50 +£0.03 £ 0.09
1.87 £ 0.07 £ 0.05

1.67 £ 0.05 = 0.09
1.59 £ 0.05 £ 0.13
1.93 £0.11 £ 0.06

1.70 +£ 0.07 £ 0.15
1.61 £0.07 £0.12
2.00+0.16 £0.31

Table 10: k\SVSwith statistical and systematic uncertainties for events with 1-track, 3-track and 1- or 3-track 7

candidates, for selections with a pr threshold of 25 GeV, and for different ranges in 7 pr.

X‘I\OS\\\‘\\

4 5EATLAS Internal
F{s=13TeV,32f"

w
w o »

Events / 5 GeV

n
[3)

\Hw\\H‘HH‘\H\‘HH‘HH‘HH‘HH‘

o —
[N )

W-+Jet CR, Opposite Sign 3 W— Iv
tt

‘ T T T ‘ T T {
—+— Data
B Z-tr
B Z- ee/up

‘HH‘HH“H

B2 Stat. Uncertainty

\H*“\H‘HH‘HH‘HH‘HH‘

ISR
T

P

80

Data/Pred
O —

(a)

100

L ‘ L
120 140
my (1, E7) [GeV]

x10°
> T LI R T T 17 T T3
8 1.8ATLAS Internal ;ZData =
F _ 1 —TT =
o 1.6;\E_13Tev,3.2fbl — LG E
~ F W+Jet CR, Same Sign COW- v E
2 14F ot =
qC) E B2 Stat. Uncertainty
> 1.2 —
L F ]
1? R ]
- -+ -
0.8E N ]
0.6 - =
0.4 =
0.2 3
ie)
o
o
g
1]
o

Figure 48: Distributions of transverse mass in data and simulated events (MC) in the W+Jet control region
opposite-sign and same-sign events in the left and right plots respectively.

B.2.3. Summary of Backgrounds Estimation

All the contributions in the signal regions are estimated by the following equations, using MC simulation

samples and the same sign data with rgcpand kwfactors.

SR _ SR SR SR SR SR
Datapg = rocp X Datagg + Z7,Thadgg.gs + WHIEtdg gg + ZH]et)g g + ttbar)g o-
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SR — SR SR
ZTﬂThadOS-SS = ZT,uThad<MC)OS —rQcp X ZTyThad(MC)SS .

Z+Jet3y o5 = Z+Jet(MO)SR — rocp X Z+Jet(MC)ss.
ttbards ¢ = ttbar(MC)3X — rocp X ttbar(MMC)3s .

WIet?] oo = k3 x W+Iet(MO)ZR — ki X roep x W+Jet(MC)3s.

In SS data, there are not only QCD multi-jets events but also W+Jet, and a few contribution from
Z— T,Thad, Z+Jet and ttbar events. To avoid double counting, all the MC contribution applied same
requirements as signal region but requied same sign charge between muon and tau candidates (denoted
as MCgSR) are subtracted from MC contribution in signal region (denoted as MC%%) taking into account
rocpand kwfactors.

B.3. Method

The tau trigger efficiency is defined as the fraction of tau trigger candidates that pass the trigger decision
with respect to the total number of offline tau candidates. The efficiency is computed as the following in
data. NTRG _ NTRG
_ _ Data BKG
Npata — NBkG
Here, Npa, and Npkg mean number of data and all background events in signal region before requiring
tau trigger, and NEES and NE%% are the ones after passing tau trigger. All backgrounds described in
section B.2 are subtracted from real data for the tau trigger efficiency measurement. The efficiency is
calculated in each offline reconstructed 7 pr bin. The statistical uncertainty on the efficiency is computed
using a Bayesian prior condition in the division, where the efficiency is restricted to the [0,1]. The tau
trigger efficiency is also studied in Z— 7, 7hag MC simulation sample. The ratio of the efficiency in MC
simulation and data (scale factor) can be used to correct the simulated events where a offline reconstructed

7 candidate is matched to the 7 trigger object and to a true hadronically decaying 7.

B.4. Systematic Uncertainties

The systematic uncertainties considerd in this measurements are listed in the followings.
* u: trigger; reconstruction, and offline identification efficiency; energy scale

 7: reconstruction and offline identification efficiency; energy scale

The soft term of the EX™S

* pile-up reweighting

rqocpand kwfactors

25th August 2016 — 17:48 60



\ Not reviewed, for internal circulation only ‘

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

DRAFT

The systematic uncertainties related to offline muon and tau reconstruction, identification efficiencies and
the energy scale are treated. For the muon, the uncertainty related to the single muon trigger is also
treated. The normalization factors for SS data and W+Jet is also considered. These systematics have both
statistical and systematic componetns, which are treated individually The uncertainties for the soft term
of the EaniSS, which is calculated from calorimeter cells and tracks not associated to high-pt objects, is
taken into account. The uncertainties for the scale factor of the pile-up from MC to data is also treated.
The overall effect of a specific systematic uncertainty is measured by comparing the yields of background
events from SS data and MC simulation events with and without applying the systematic variation. All
systematic uncertainties are listed in Table 11.

1-track 3-track

Without trigger | With trigger | Without trigger | With trigger
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% Xx.xx% X.xx% X.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% x.xx% x.xx%
XXX x.xx% x.xx% Xx.xx% Xx.xx%
XXX x.xx% x.xx% x.xx% x.xx%

Table 11: Overall effect of individual systematic uncertainty on all backgrounds measured in selections without and
with requiring a 7 trigger with a pr threshold of 25 GeV, and for 1-track and 3-track 7 candidates separately. If the
systematic uncertainty consists of both upward and downward variations, the variation resulting in the highest effect
is shown. Systematic uncertainties (or pairs thereof) whose overall effect is 0.05% or less are not shown.(After
collecting information, these will be updated)

B.S. Results
B.5.1. Kinematics before applying 7 trigger

A comparison between data and Z— 7, Thaq plus all backgruonds are shown for distributions of kinematic
variables and event variables in the signal region with a medium offline identification requirement on the
hadronically decaying 7 candidate, and with 1 or 3 tracks inclusively. Distributions of kinematic variables
of the u can be found in Figure 49, while those related to the hadronically decaying v candidate can
be found in Figure 50. Figure 51 shows distributions of the T Nyack and the output score of the offline
7 identification boosted decision tree (BDT) algorithm. Distributions of Ny and Njeis can be found in
Figure 52, and distributions of E%“SS and the invariant mass between the 7 and the muon in Figure 53.

B.5.2. Kinematics after applying 7 trigger

The comparison between data and Z— 7, haq plus all backgruonds are made for events in the signal region
with a medium offline identification requirement on the hadronically decaying 7 candidate, and also for
events fulfilling the same selection with the additional requirement that the 7 trigger with a pr threshold
of 25 GeV is fired. The 7 pr distributions with and without applying the 7 trigger with a pr threshold of
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Figure 49: Kinematic distributions of the tag w in the signal region with a medium offline identification requirement

on the hadronically decaying 7 candidate, and with 1 or 3 tracks inclusively.
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Figure 50: Kinematic distributions of the probe 7 in the signal region with a medium offline identification requirement

on the hadronically decaying 7 candidate, and with 1 or 3 tracks inclusively.
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Figure 52: Distributions of the number of verticices and jets in the signal region with a medium offline identification
requirement on the hadronically decaying 7 candidate, and with 1 or 3 tracks inclusively.

25th August 2016 — 17:48

63



’ Not reviewed, for internal circulation only ‘

962

963

964

965

966

967

DRAFT

x10°
T T T { T T T
L ATLAS Internal

r 25T, T g

Events / 5 GeV

T‘TTT‘TTT‘

T

10-Vs=13Tev, 321"

T T T

T T T
JQ— Data
B Z-tr
B Z- ee/up
COw=1Iv
ot _
Same Sign Data |
Stat. Uncertainty -

lllll

Data/Pred

|
80 100
ET® [GeV]

Events /2.5 GeV

Data/Pred

x10°
T 1T T 7T { T T T T { T T T T { L { T T T T
5-ATLAS Internal —— zData —
4 B Z-tt T
Vs=13TeV, 3.2 0 Z— eelun 7
25T, g COw-tv h
Tt B
Same Sign Data -
Stat. Uncertainty ]
1 -5 L L L L L L ) L B B B
E -
L o i et ST 3
0.5 1 11 1 l 11 1 1 l 11 1 1 l 11 11 l 111 1
40 0 7 90

mvis(u! Thad) [Gev]
(b)

Figure 53: Distributions of E‘T“liSS and invariant mass between tau and muon candidate in the signal region with a
medium offline identification requirement on the hadronically decaying T candidate, and with 1 or 3 tracks inclusively.

25 GeV in barrel (7 || < 1.37) and endcap (7 || > 1.52) region are shown in Figure 54 and Figure 55,

respectively.

B.5.3. Efficiencies and Scale factors

The efficiencies for signal and data-background, as well as the corresponding scale factors for the 7 trigger
with a p threshold of 25 GeV are shown in Figure 56, Figure 57, and Figure 58 for a loose, medium, and
tight offline identification requirement on the hadronically decaying T candidate, respectively.
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Figure 54: Distributions of 7 pr in the signal region with a medium offline identification requirement on the
hadronically decaying 7 candidate in barrel region (7 || < 1.37). The distributions on the top and bottom rows are
for 1-track and 3-track 7 candidates, while the left and right columns are with and without applying the 7 trigger
with a pr threshold of 25 GeV, respectively. (Currently they are not separated w.r.t its 7 and prong. These will be
updated.)
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Figure 55: Distributions of 7 pr in the signal region with a medium offline identification requirement on the
hadronically decaying 7 candidate in endcap region (7 || > 1.52). The distributions on the top and bottom rows
are for 1-track and 3-track 7 candidates, while the left and right columns are with and without applying the 7 trigger
with a pr threshold of 25 GeV, respectively. (Currently they are not separated w.r.t its 7 and prong. These will be
updated.)
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Figure 56: Efficiencies for signal and data-background and corresponding scale factors for the 7 trigger with
pt > 25 GeV, and for hadronically decaying 7 candidates with a loose offline identification requirement.
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Figure 57: Efficiencies for signal and data-background and corresponding scale factors for the 7 trigger with

pr > 25 GeV, and for hadronically decaying t candidates with a medium offline identification requirement.
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Figure 58: Efficiencies for signal and data-background and corresponding scale factors for the 7 trigger with
pt > 25 GeV, and for hadronically decaying 7 candidates with a tight offline identification requirement.
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C. Electron misidentification probability measurement

Section in progress. Plots ready, text being written.

C.1. Eveto tuning

The likelihood (Llh) electron veto (eveto) algorithm operates by placing pr- and n-dependent cuts on the
likelihood score used to identify prompt electron candidates matched to the reconstructed tau candidates
within AR < 0.2. Since the optimization of the Llh eveto available at the start of 2015 data taking was
orginially performed on early Run 2 validation samples from before data taking was even started, it was
necessary to re-optimize the cut values used in the Llh veto algorithm on a Monte Carlo sample tuned to
2015 data-taking and pile-up conditions. The sample used for this purpose was:

mcl5_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.merge.DAOD_TAUP1.e3601_s2726_r7:

This sample is the same used for performing the eveto tag-and-probe efficiency scale factor measurement.
Since this sample was processed with the TAUP1 derivation setup, the following set of cuts was applied:

» The same set of triggers as used in the tag-and-probe analysis are applied.

* At least one electron with pr > 26 GeV, |n| < 2.6 and passing the loose cut-based or likelihood
identification is present in each event.

* No muons with py > 10 GeV, || < 2.0 and passing normal muon quality criteria are present in the
events.

* At least one tau candidate with pr > 12 GeV, || < 2.6 and absolute reconstruction charged equal
to one is present in each event.

On top of this, the tau candidates where required to have one reconstructed track, py > 20 GeV and to
be truth matched to real hadronic tau decays. The reoptimization of the eveto cut values used the new
electron Llh tune performed by the egamma group in June 2015 which used MC15b samples and was
validated against data for the normal electron identification working points. The tuning of the cuts was
performed in bins of  and pr, with the following bin edges in pr:

{20, 25, 35, 45, 55, 75, 255}
and in 5
{0.0, 0.6, 0.8, 1.15, 1.37, 1.52, 1.81, 2.01, 2.47}

to give 95% efliciency for the truth-matched tau candidates described above. The actual cut values are
illustrated in Figure ??. The achieved background rejection was approximately a factor two better than the
previous cut tune at same efficiency. Also the inclusion of the new tune of the electron likelihood, which
was validated against data, reduced strongly the mismodelling between data and simulation. The residual
mismodeling, which is expected due to the cut tune on the likelihood score being much looser than any
working point used by the egamma group, is absorbed in the scale factors reported below.
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eveto_cutvals_egammatune_mc15 20150712
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Figure 59: Re-optimized cut values for electron likehihood veto in the actual pr- and i binning used for the eveto
algorithm.

ot C.2. Event selection

1002 * single electron triggers

1003 * trigger logic:

1004 * if offline pr(e) < 65GeV:

100 e 24 GeV trigger on medium LH electrons
1006 ¢ if offline 65GeV < pr(e) < 135GeV:
1007 * 60 GeV trigger on medium LH electrons

1008 e if offline pT(e) > 135GeV:

1009 * 120 GeV trigger on medium LH electrons
1010 * at least one 7 and one e

1011 * no u, no b-jets

1012 * exactly one primary vertex
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1013 * electron requirements:
1014 * pr(e) > 25GeV

1015 * tight quality

1016 * lg(e)l =1

1017 * gradient isolation

1018 * 0 < |n(e)| < 2.47, excluding crack regionp > 1.37 and n < 1.52

1019 * association of electron track to primary vertex
1020 * tau requirements:
1021 * 1-prong 7 only

1022 e pr(t) > 20GeV

1023 * lg(nl=1

1024 * 0 < |n(7)| < 2.47, excluding crack regionn > 1.37 and 7 < 1.52
1025 * medium JetBDT as indicated

1026 ¢ truth match within AR < 0.2 to electron

w0z C.3. QCD Control Region

ATLAS Work in Progress

ATLAS Work in Progress

1028 * require anti isolation for electron:
. EconeZO 129
1029 pr > o
T
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