 WP4  International Testbed Organisation

Workpackage leader: J. Marco, CSIC (CR15)

Objectives

The international testbed is a key component of the CrossGrid Project, as it will provide the framework to run the applications in a realistic GRID environment. In particular, organisational issues and performance and security aspects, including amongst others the network support, may only be evaluated with the help of a testbed relying on a high-performance network (which will be provided as the result of the Géant project), thereby assuring the participation of an adequate number of computing and data resources distributed across Europe. The main objectives of this workpackage are to:

· provide a distributed resource facility where the different WP developments can be tested on a Grid,

· support the construction of testbed sites across Europe, integrating national facilities provided by the involved partners into the CrossGrid framework,

· monitor the network support required in the testbed set-up, and establish the required links with the corresponding network providers,

· integrate the basic middleware software developed or required in the different WP tasks,

· assure the required level of interoperability with other Grid testbeds, firstly with the DataGrid testbed,

· coordinate in practice the software releases that should provide the appropriate documentation and support for the installation across the distributed sites. In particular, assure that GRID applications from WP1 will run in the corresponding setup.

CrossGrid testbed sites will be placed in 16  different institutions distributed across 9 different European countries, expanding the Grid community to these countries.

Planning for WP4
In the first period a common effort will be necessary to select the initial testbed architecture. At this stage, the basic idea is to set up an extension to the DataGrid testbed satisfying the needs arising from the CrossGrid project workpackages. A specific task will deal with the infrastructure support, providing an early output that will help in the installation of clusters of computers in each testbed site. A help desk will share information and experience, avoiding redundant work. This first installation will be done at selected testbed centres, one per country. The corresponding results and experience will be exported to all other testbed centres to get the first full testbed release.

An incremental evolution will follow in order to be flexible enough to satisfy the needs of other workpackages and to maintain close coordination with other Grid projects, especially with DataGrid. The CrossGrid testbed will be fully coordinated with the DataGrid testbed. It will aim to be a catalyst for the unification of several Grid initiatives, both in Europe and USA, which could be integrated into a single world wide Grid. With this aim, CrossGrid will participate in the GRIDSTART cluster, and is already active in the Global Grid Forum. 

Task descriptions

Task 4.0  Testbed coordination and management (Month 1 - 36)

Task leader: J. Marco (CSIC, Santander)

The aim of this task is to provide coordination between all the tasks inside this WP and a main interface with other workpackages. This task will be done in coordination with the management workpackage, WP6, and using collaborative tools, like dedicated web-sites, web cast tools, videoconferencing through IP, etc.

An integration team will be setup under this coordination, with technical representation from WP1 responsibles for application deployment on the grid, WP2 and WP3 contacts, and responsibles from core testbed sites, with the objective of managing effectively the testbed releases.

Task 4.1  Testbed set-up and incremental evolution (Month 1-36)

Task leader: R. Marco (CSIC, Santander)

The initial CrossGrid testbed will be based on a small number of core technologies that are already available. Since the needs from other WPs will be changing dynamically and the coordination with DataGrid will be very important, an incremental approach will be adopted for the testbed evolution. The aim is to obtain an infrastructure as flexible as possible that will provide testbeds for other WPs to develop and test their work. It is likely that several testbeds will have to coexist offering different services and levels of stability. The main subtasks are to:

· assess the hardware and network components available for the testbed,

· define CrossGrid testbed requirements, including use cases from other WPs.

· check the integration (software and hardware) issues with the DataGrid testbed,
· define middleware software and infrastructures to be employed; inputs will come from other WPs (in particular from the architecture team in WP6), the DataGrid project and other middleware projects,

· provide the necessary basic infrastructures for testbed installation (Grid Security Infrastructure, including definition of CA and RA, Grid Information Service, etc.),

· define CrossGrid testbed installations compatible with DataGrid,

· coordinate (together with WP6) the testbed architecture and its evolution,

· deploy testbed releases, making them available to other WPs.

· trace security problems in CrossGrid, and provide solutions,

· provide the final testbed release, demonstrate the success of the project with the deployment and evaluation of final user applications developed in WP1. 

A basic assignment of resources will guarantee the setup installation and evolution at each testbed site, depending on its previous experience and complexity: 

· Cyfronet (Cracow) (responsible: Andrzej Ozieblo)

· ICM (Warsaw) (responsible: Wojtek Wislicki)

· IPJ (Warsaw) (responsible: Krzysztof Nawrocki)

· UvA (Amsterdam) (responsible: G.Dick van Albada)

· FZK (Karlsruhe) (responsible: Marcel Kunze)

· II SAS (Bratislava) (responsible: Mr. Jan Astalos)

· PSNC (Poznan) (responsible: Pawel Wolniewicz)

· UCY (Cyprus) (responsible: M.Dikaiakos)

· TCD (Dublin) (responsible: B.Coghlan)

· CSIC (Santander & Valencia) (responsible: S.Gonzalez)

· UAB (Barcelona) (responsible: G.Merino)

· USC (Santiago) (responsible: A.Gómez Tato)

· UAM (Madrid) (responsible:J.del Peso)

· Demokritos (Athenas) (responsible: C.Markou)

· AUTh (Thessaloniki) (responsible: Dimitrios Sampsonidis)

· LIP (Lisbon) (responsible: J.P.Martins)

Task 4.2  Integration with DataGrid (Month 1 - 36)

Task leader: M.Kunze (FZK, Karlsruhe)

The coordination with the DataGrid project will be crucial for the success of this project. The goal of this task is to enhance the cooperation and coordination with DataGrid. The main subtasks are to:

· study and push the compatibility of CrossGrid and DataGrid testbeds:

- coordination of authentication
- common resource access policies
- running environment compatibility:
    - libraries
    - operating systems
    - database management systems
    - access to temporary mass storage
    - command interpreters
    - compilers and any required development tools to generate
      the executables

· keep in close contact with DataGrid in order to help in the coordinated evolution of both projects:

- coordinate possible demonstrations and Grid wide testing of selected application

- exchange knowledge and components

- coordinate the development process in order to prevent overlapping between both projects.

Success of this task will allow a common testbed for applications, in particular HEP applications, including DataGrid and CrossGrid testbed sites.

27 PM are allocated to FZK, 12 PM to TCD, 9 PM to LIP, 4 PM to UAB and 8PM to CSIC (all of them already familiar with the  DATAGRID architecture and tesbed). FZK will provide the main contact with DATAGRID, while  the other institutions will cover specific issues: TCD will cover performance/monitoring issues, adressed in DataGrid WP3, CSIC will be in contact for Data Management (WP2) and Fabric Management (WP4), UAB for resources and secheduling (WP1), and LIP for Network Monitoring (WP7). 

Task 4.3 Infrastructure support (Month  4 – 36))

Task leader: Josep Salt (CSIC, Valencia)

The aim is to provide testbed sites with easy and flexible fabric management tools and network support for the deployment of local grid infrastructures and its interconnection. The results from this task will be critical in order to help in the fabric set-up. This task comprises the following subtasks:

· definition of requirements and coordination with other WPs and DataGrid,

· study of available tools for fabric management for Grids,

· develop or adapt, test and provide flexible tools for fabric management in CrossGrid; simplify the coexistence of different software releases,

· create the Help Desk for assistance in local Grid infrastructure set-up process.

As the result of this task, a user friendly Grid installation kit will be provided for use in every testbed site.

CSIC (16 PM) will be responsible for this testbed kit release, and for maintaining the Help Desk.

FZK (27 PM) will address mainly fabric management issues, in collaboration with USC(20 PM).

UCY, UAM and AUTh will work on the impact of the changes related to new releases.

The success of the CrossGrid testbed will depend on the underlying network. CrossGrid will use the European (Géant) and national research network infrastructures to connect the computational and data resources. Since Géant is expected to provide services by mid 2001, we will use its infrastructure from the beginning of the Project. Network requirements will be reviewed in coordination with the corresponding national network providers, several of them being directly involved in this project. A corresponding promotion and development of the necessary network infrastructure for CrossGrid will follow. Note that explicit collaboration with other Grid projects, in particular with DataGrid WP7 (Network Services), carried in task 4.2, will avoid the repetition of work already being done and complement other work, such as traffic monitoring and modelling (including performance issues addressed in WP2), and also security aspects. LIP will be the responsible for this point in this task 4.3

Task 4.4  Verification and quality control (Month 1 - 30)

Task leader: Jorge Gomes (LIP, Lisbon)

Verification and evaluation of results as intermediate goals will provide valuable feedback within the project. Creation of quality control mechanisms will help the detection of stacked issues and will provide tools to guarantee an effective use of the workpackage resources. This will be very important to avoid redundant or stopped work since this workpackage will have to combine efforts from many centres.

This task will contribute to the stability of the testbed by assuring the reliability of the middleware and network infrastructures required to develop and test applications. The stability and conformance of the testbed are essential to the smooth operation of the infrastructure and success of the application development and deployment activities, which require a near production facility.

Simultaneously applications will be reviewed and verified against the specifications, the testbed capabilities and middleware functionalities. This will allow feedback on the application implementation while preventing major testbed operational problems caused by incompatibilities between the applications and the middleware. 

· In particular, verification of middleware and applications conformance according with specifications and design rules will include:

· verification of testbed components before production release;

· verification of middleware and application interoperability;

· verification of policies and practices;

· independent review of applications;

· architecture review of major testbed releases.

LIP (18 PM) will coordinate this verification and quality control, where also Cyfronet, CSIC and Demokritos University will contribute, addressing specific issues: CSIC (8 PM) will review and provide feedback about the testbed setup,  Cyfronet (10 PM) will take care of issues related to WP2 and WP3, while Demokritos(22 PM) will establish an independent review on the applications.

Resources

Total and (funded) Person Months (PM).
	Task
	Task PM
	CYF
	ICM
	IPJ
	UvA
	FZK
	II SAS
	PSNC
	UCY
	TCD
	CSIC
	UAB
	USC
	UAM
	Demo
	AUTh
	LIP

	4.0


4.1


4.2


4.3


4.4

	20
(20)

309
(205)

65
(59)

139
(111)

60
(45)
	30
(15)

10
 (5)
	20
(10)



	20
(10)


	10
(6)


	27
(27)

27
(27)

27
(27)


	6

(6)
	18
(9)


	24
(12)

6
(3)
	12
(6)

12
(6)



	20
(20)

16
(16)

8
(8)

16
(16)

8
(8)
	12
(12)

4
(4)

3
(3)


	21
(14)

20
(13)


	32
(21)

32
(21)
	27
(18)

32
(22)
	27
(18)

21
(14)
	12
(12)

10
(10)

9
(9)

18
(18)

	Total PM
	593
	40
	20
	20
	12
	81
	
	18
	30
	24
	86
	19
	41
	64
	59 
	48
	49

	Funded PM
	440
	20
	10
	10
	6
	81
	
	9
	15
	12
	86
	19
	27
	42
	40
	32
	49


A minimum hardware required for the deployment of a local CrossGrid testbed sites is the following: 

· GIIS (Grid Index Information Service) machine,

· Dedicated 100 Mbps switch,

· Three machines (standard type, double processor Intel compatible >1GHz, 512Mb RAM, HD40GB),

· One CA (Certification Authority) machine per country (we plan to set up a CA policy similar to that of the DataGrid).

· Registration Authority web server and LDAP server (1 per country)

· Dedicated gatekeeper (1 per site)

· Dedicated network monitoring system (1 per site)
  

The total estimated cost of this hardware is approximately 180 kEuro, and it is reflected in the A4 form (cost summary). It is worth noticing that each local computer centre participating in the Project is providing additional funding to complete a reasonable local testbed site.

Coordination with other WP tasks

The following table gives indicates the testbed support for all workpackages.

Coloured cells link work done in the different workpackages on same topics, with corresponding testbed sites that will support this development.

Final applications will be deployed on the whole testbed setup, indicated by all the coloured cells in the task 4.1 line.

	Task
	CYF
	ICM
	INP
	IPJ
	UVA
	II SAS
	LINZ
	FZK
	USTUTT
	TUM
	PSNC
	UCY
	DATAMAT
	TCD
	CS IC
	UAB
	USC
	UAM
	DEMO
	AUTH
	LIP
	ALGO

	1.0
	
	
	
	
	6
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1.1
	12
	
	
	
	121
	
	44
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1.2
	
	
	
	
	
	109
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1.3
	
	
	40
	28
	
	
	
	6
	
	
	
	
	
	
	52
	15
	
	
	
	
	
	

	1.4
	
	68
	
	
	
	
	
	
	
	
	12
	
	
	
	22
	
	25
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2.0
	
	
	
	
	
	
	
	9
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2.1
	6
	
	
	
	
	
	
	
	3
	8
	
	6
	
	
	3
	
	6
	
	
	
	
	

	2.2
	
	
	
	
	
	
	
	
	25
	
	
	
	
	
	8
	
	
	
	
	
	
	

	2.3
	
	
	
	
	
	
	
	
	
	6
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	2.4
	24
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	15
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	4
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	3
	
	6
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	18
	
	
	
	
	
	
	
	
	
	
	

	3.1
	
	
	
	
	
	
	
	
	
	
	100
	14
	16
	
	
	
	
	
	
	
	
	12

	3.2
	
	
	
	
	
	
	
	
	
	
	
	
	18
	
	10
	30
	
	
	
	
	
	

	3.3
	38
	28
	
	
	
	
	
	
	
	
	
	
	
	32
	
	
	
	
	
	
	
	

	3.4
	40
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3.5
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	20
	
	
	
	
	
	
	

	4.1
	30
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	6
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	16
	12
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	27
	27
	12
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	9
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	Workpackage description - International Testbed Organisation


	Workpackage number :
	4
	Start date or starting event:
	Project start

	Participant:
	CYFRONET
	ICM 
	IPJ
	UvA
	FZK
	II SAS
	PSNC
	UCY

	PM assigned 
(funded)
	  40
    (20 )   
	20
(10)
	20
(10)
	    12
   (6)     
	81
(81)
	12
(12)
	18
(9)
	30
(15)

	Participant:
	CSIC
	UAB
	USC
	UAM
	Demo
	AuTH
	LIP
	TCD

	PM assigned 
(funded)
	86
(86)
	19
(19)
	41
(27)
	64
(42)
	59
(40)
	48
(32)
	49
(49)
	24

(12)


	Objectives 

Provide a distributed resource facility where the WPs developments can be tested in a grid environment. This package will assure the integration in testbeds of the applications. It will allow one to achieve a realistic proof of the success of the grid concept, showing how the developed applications take advantage of the CrossGrid infrastructure.


	Description of work 

Task 4.0 Testbed coordination and management 

Task 4.1 Testbed set-up and incremental evolution

Task 4.2 Integration with DataGrid

Task 4.3 Infrastructure Support

Task 4.4 Verification and quality control


	Deliverables 

D4.1 (Report) Month 3: Detailed Planning for Testbed Setup (CSIC)

Infraestructure, manpower and network resources review at each site (ALL)

Requirements defined by Architecture Team and platform support policy (CYFRONET)

Application & Middleware requirements from other CROSSGRID WP:

WP1 (UvA)

WP2 (FZK)

WP3 (PSNC)

Definition of site expertise and special hardware infrastructure (massive storage, specific platform…) (CSIC)

Interoperability and coordination with DATAGRID (FZK)

Security and administrative policy (CSIC)

Testbed incremental project releases procedure (CSIC)

Integration process definition and Integration Team setup (CSIC)

Validation process definition (LIP)

User support and Helpdesk requirements (CSIC)

Description of proposed  collaborative tools (CSIC)

D4.2 (Prototype) Month 6: First testbed set-up on selected sites

Procedures as detailed in D4.1

Deployable software will include (in due time): WP1 application prototypes, WP2 & WP3 distributed tools & middleware, plus a DATAGRID simple application example to test interoperability.

Definition of extra-support at selected sites for deployable software.

Installation kit and documentation web site (CSIC)

Setup of national CA,RA, monitoring system  for this first testbed.

Setup of repository software and HelpDesk at CSIC.

Testbed evolution: initial setup at CSIC, one-by-one extension policy reaching all selected sites; list will include at least all CR (CYFRONET, UvA, FZK, PSNC) plus validation site (LIP).

D4.3 (Report) Month 9: WP4 status internal report (CSIC)

General report on the testbed setup status with specific sections on:

First testbed experience review

Integration team experience

User support and HelpDesk 

Progress report at each tesbed site

Perspectives of deployment of applications & middleware

Interoperability with DATAGRID

Validation procedures

Collaborative tools experience

Preparations for testbed extension:

Installation kit revision

Requirements from other WP and deployable CROSSGRID software update

Perspectives at each site

Definition of site expertise and special hardware infrastructure (massive storage, specific platform…)

Network requirements 

D4.4 (Prototype) Month 10: Testbed prototype 0 release (ALL)

Revised released procedures

Deployable software will include that available at selected testbed sites

Installation kit and documentation web site update (CSIC)

Testbed evolution: initial setup at selected sites, one-by-one extension policy from these selected sites reaching all testbed sites. 

Setup of national CA,RA, LDAP servers and  monitoring system  for the extra sites

Update of repository software and HelpDesk at CSIC.
D4.5 (Report) Month 15 : WP4 status internal report (CSIC)

General report on the testbed prototype 0 release and evolution with specific sections on:

Testbed experience review

Integration team experience

User support and HelpDesk 

Progress report at each tesbed site

Deployment of applications & middleware

Interoperability with DATAGRID

Validation procedures

Collaborative tools experience

Preparations for next testbed releases

Installation kit revision

Requirements from other WP and deployable CROSSGRID software update

Perspectives at each site

Requirements on expertise and special hardware infrastructure (massive storage, specific platform…)

Network use
D4.6 (Report) Month 21 : WP4 status internal report update(CSIC)

Update of D4.5 with additional emphasis on:

DATAGRID interoperability (project ends Dec.2003) and next steps (CERN-GRID)

Experience with first deployed applications and middleware

Status regarding successive incremental testbed releases
D4.7 (Report) Month 30: WP4 status internal report (CSIC)

Update of D4.6 with special sections on:

Planning for the final testbed prototype

Applications detailed requirements and impact on network  QoS

Final feedback to applications and middleware development
D4.8 (Prototype) Month 33: Final testbed prototype with all applications integrated (ALL)

Deployed software will include: WP1 final applications, WP2 & WP3 distributed tools & middleware.

Final installation kit and documentation web site, software repository and HelpDesk (CSIC)

D4.9 (Demo and Report) Month 36: WP4 final demo and report (CSIC)



	Milestones
 and expected result 
M4.1 Month 10: First CrossGrid testbed release, interoperability with DATAGRID.

M4.2 Month 24: Incremental CrossGrid testbed releases, first deployments of CrossGrid software (application prototypes and middleware)

M4.2 Month 33: Final CrossGrid testbed release with applications integrated


� Milestones are control points at which decisions are needed; for example concerning which of several technologies will be adopted as the basis for the next phase of the project.





