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General

As dissemination is part of the normal research activities, small dissemination tasks have been included only to account for additional dissemination activities.

WP1  CrossGrid Application Development

Objectives

Decision making processes stemming from many health and environmental problems require integration of distributed data and near real-time interaction. The objectives of this workpackage are to provide a representative collection of sample applications from various fields that will drive and exploit the specific (interactive) functionalities to be developed in the CrossGrid project. Firstly, through their need for specific services and their performance characteristics, they will provide a driving force for the technology-oriented workpackages. Secondly, they will serve as a benchmark for the performance of the those workpackages, and finally, they will serve as demonstrators, for their respective fields, of the added value provided by the Grid in general, and the technology developed by the CrossGrid project in particular. Each task in this workpackage will focus on the development of one of these applications. Together, they cover a wide range of final user communities, from health care to environment management, and basic research.

All tasks will heavily rely on the performance tools, resource and network services, and management tools developed within the other CrossGrid workpackages. Their deployment on the CrossGrid testbed will test these applications in the final user environment and provide feedback to the application developers. In this way they can fully exploit the possibilities of the Grid.

Though the tasks cover a wide range of application areas, they share many common requirements. Two tasks depend very explicitly on near-real time performance across the network (tasks 1.1. and 1.2). All tasks depend on efficient access to large databases; in three of the four tasks the data will be distributed over various locations. All four tasks depend heavily on large-scale parallel simulations. These simulations will all make use of MPI for their internal communication.

Many of these common requirements will be addressed by the technology workpackages (WP2, 3, and 4). Other common requirement will be addressed in collaboration between the tasks. This includes visualisation (primarily developed in task 1.1, but also used in the other tasks), data mining (common to tasks 1.3 and 1.4), data discovery (common to 1.2 and 1.4). 

Task descriptions

The tasks in this workpackage map directly to the various health and environment applications, and as such do not strongly depend on each other, so there is no temporal sequencing of tasks. However, at the technology level, tasks will frequently interact and cross-fertilise. In order to drive and to utilise the technology workpackages in a consistent and coherent manner, co-ordination will be needed. All tasks run for the entire duration of the project. Four of the tasks aim at the CrossGrid-embedding of applications, the fifth one is responsible for the overall management of the workpackage and the coherence within and between the tasks.

Task 1.0  Co-ordination and management (Month 1 –36)

Task leader: Peter M.A. Sloot, UvA (CR5)

This task will be responsible for the co-ordination between the tasks and the coherence in their interaction with the other workpackages in the project. In order to monitor the progress of each task in this workpackage, and to mutually exchange results, the task leaders will be required to submit a formal report to the WP management twice a year. WP co-ordination meetings will be held with the same frequency.

Beside the WP co-ordination meetings, technical meetings will be organised to further identify and discuss common requirements between tasks. As part of the kick-off meeting a one-day workshop on the applications will be organised, specifically aimed at identifying common interests.

Similar workshops will be held at least semi-annually. Identified common interests and requirements will be followed. If deemed effective, further collaborations between the tasks will be initiated.

Number
Description
Responsible partner
Delivery date
Nature
Dissemination level

D1.0.1
Proceedings of kick-off workshop
UvA
M2
R
CO

D1.0.2
Semi-annual managerial report for WP1
UvA
M6
R
CO

D1.0.3
Extended yearly managerial report for WP1
UvA
M12
R
CO

D1.0.3
Semi-annual managerial report for WP1
UvA
M18
R
CO

D1.0.5
Extended yearly managerial report for WP1
UvA
M24
R
CO

D1.0.6
Semi-annual managerial report for WP1
UvA
M30
R
CO

D1.0.7
Final managerial report for WP1
UvA
M36
R
CO

Task 1.1  Interactive simulation and visualisation of a biomedical system (Month 1 – 36)

Task leader: G. Dick van Albada, UvA (CR5)

Objectives

In Task 1.1 we propose to develop a Grid-based prototype system for pre-treatment planning in vascular interventional and surgical procedures through real-time interactive simulation of vascular structure and flow. The system will consist of a distributed real-time simulation environment, in which a user interacts in Virtual Reality (VR). A 3D model of the arteries, derived using medical imaging techniques, will serve as input to a real-time simulation environment for blood flow calculations. The results are presented in a specially designed virtual reality environment. The user is also allowed to change the structure of the arteries, thus mimicking an interventional or surgical procedure. The effects of this adaptation will be analysed in real time and the results are presented to the user in the virtual environment (Fig. 2). The work in this task is embedded in the research on medical applications at the UvA and will be performed in close collaboration with the Leiden University Medical Centre (LUMC).

[image: image1.png]medical
scanner

raw data

high performance
computer

analyzed
data

—
——
user
interaction

visualization
environment




Figure 2: Experimental set-up of interactive bio-medical simulation and visualisation.

The system will build upon current work at the UvA on interactive visualisation and simulation and on lattice-Boltzmann simulations of vascular blood flow [Belleman2001].

An important aspect of this work will also be the support for distributed near real-time interaction, where data, simulation, and visualisation all are at different locations. Partitioning and scheduling of the scientific application may dynamically change in the course of time. Simultaneous visualisation clients may be activated anywhere on the Grid, with the possibility of multiple clients operating on different kinds of output devices. Therefore, the connection between the server application and the visualisation client faces several problems, such as a limited and varying bandwidth, the possibility of communication failures, and the dynamics of the Grid environment itself. These core aspects of the visualisation system will primarily be investigated at the Univ. Linz and included in the Grid Visualisation Kernel (GVK).

The challenges in this task will be: distribution of source data, distributed simulation and visualisation tasks, near real-time response, virtual time management, simulation/visualisation rollback due to user actions, and VR visualisation.

In the area of performance management, use will be made of the results of the Dynamite project [Iskra2001] and of the performance tools developed in WP2. To support the distributed interactive simulations, use will be made of the concepts and techniques provided by the High Level Architecture (HLA) [HLA1999].

The parallel simulation code will internally use MPI. 

Subtasks:

1.1.1 Simulation kernel (UvA, mo. 1-33). In this subtask a lattice-Boltzmann simulation kernel will be developed that supports interactive work. This implies the addition of state-save and roll-back capabilities, as well as on-the-fly modifications to the computational grid. Performance enhancements for the required soft real-time behaviour will include improved load balancing and load redistribution. The tools developed in WP 2 will provide important support in this area.

1.1.2 VR environments (UvA, mo 1-33). In this subtask specific presentation and interaction capabilities for this application will be developed, for use in a wide range of VR systems, including CAVE, Immersa-desk and PC-based systems.

1.1.3 Grid Visualisation Kernel (Univ. Linz, mo. 1-33). The Grid Visualisation Kernel (GVK) developed within this task will address the problems of distributed visualisation on heterogeneous devices. It will allow one to easily and efficiently interconnect Grid applications with existing visualisation tools (such as AVS, OpenDX, or VTK) by providing a transparent interface. The GVK will handle multiple concurrent input data streams from arbitrary scientific applications in the Grid, and multiplex compressed data and images efficiently across long-distance networks with limited bandwidth to any desired graphical toolkit and output device, such as standard 2-D displays or sophisticated Virtual Reality devices.

1.1.4 Integration and deployment (UvA, Univ. Linz and Cyfronet, mo. 6-36). In this subtask a testbed will be realised and the various components of the system will be integrated and deployed on it. This involves the coupling of the simulation to the VR environment, integrated time-management for simulation and visualisation, management of simulation checkpoints, management of selected simulation results, management and configuration of grid resources, and integration testing obtaining medically relevant examples. The integrated application will be tested; the test results will be made available to the other subtasks and the technology workpackages.

1.1.5 Dissemination (UvA and Univ. Linz, mo 1 - 36). 

Deliverables

In order to limit the total number of deliverables, all deliverables will be joint deliverables, containing chapters contributed by the various subtasks. The partner leading a subtask will be responsible for each chapter.

Number
Description
Responsible partner
Subtasks
Delivery date
Nature
Dissemination level

D1.1.1 
Application description, including use cases and requirements to other  workpackages for task 1.1
UvA
1.1.1, 1.1.2, 1.1.3
M3
Report
PU

D1.1.2a
D1.1.2b
Internal progress report
First internal software release
UvA
all
M12
Report
SW
CO

D1.1.3
Report on application prototype 0 run
UvA
1.1.4
M18
Report
CO

D1.1.4a
D1.1.4b
Internal progress report
Second internal SW release
UvA
all
M24
Report
SW
CO

D1.1.5
Report on application prototype 1 run
UvA
1.1.4
M30
Report
CO

D1.1.6
Application final demonstration and report
UvA
1.1.4, 1.1.5
M36
D, R
PU

Task 1.2  Flooding crisis team support (Month 1 – 36)

Task leader: Ladislav Hluchy, II SAS (AC 6)

Objectives

In Task 1.2 we will develop a support system for establishment of Virtual Organisation (VO) associating a set of individuals and institutions involved in flood prevention and protection, integrating the most advanced techniques in data sampling, data processing, data transfer, data management and Grid technology (Fig. 3). Grid technology will enable co-operation between flood crisis teams on international rivers.


Fig.3. Support system for Virtual Organisation for Flood Prevention and Protection

The kernel of this task is numerical flood modelling that uses an appropriate physical model and robust numerical schemes for a good representation of reality. Realistic simulations of large problem sizes are computationally challenging but need to be performed on short time-scales in crisis situations. [Hluchy2001a],[ Hluchy2001b],[ Hluchy2001c].

The system to be developed in this task will employ a Grid technology to seamlessly connect together the experts, data and computing resources needed for quick and correct flood management decisions. The final aim is to be able to work in real-time. This will also require the timely transfer of individual new precipitation events (e.g. evaluated from the meteorological radar monitoring).

The need to access widely distributed data and computational resources makes the use of Grid technology essential for this application. The functionality of the system is based on the hydro-meteorological (snowmelt) rainfall-runoff modelling of a relatively extended orographic area. In such an area the hydrological modelling of a flood response on precipitation is probably the only solution. 

The challenges in this task will be: acquisition of significant resources at short notice, near real-time response, the combination of distributed data management and distributed computing, computational requirements for the combination of hydrological (snowmelt- rainfall-runoff) and hydraulic (water surface elevation, velocity, dam breaking, damage assessment, etc.) models, and eventually, mobile access under adverse conditions.

In flood modelling we will adapt advanced meteorological (ALLADIN/LACE, MM5), hydrological (HEC-1, TR-20, HSPF, NLC, HBV) and hydraulic (FESWMS, RMA2, NLN) models to Grid environment. Models with unsatisfactory response time will be optimised for HPCN systems using tools developed in WP2. For allocation of resources for time critical parts of simulations and their efficient use, as well as for the required roaming access, the tools from WP3 will be needed.

Subtasks

1.2.1 Distributed data collection. In this subtask the available and necessary sources of data will be further identified and techniques will be developed to allow a timely and distributed access to these necessarily distributed data. (II SAS, mo 1-33)

1.2.2 Distributed simulation and data analysis. In this subtask hydro meteorological and hydraulic models will be developed and implemented that can make use of the computational resources available through the grid, and that will be able to work with possibly incomplete data. The performance of these models will be an important issue. (II SAS, mo 1-33)

1.2.3 Distributed access, support for the virtual organisation. In this subtask the problems related to the distributed and roaming access to the data and models will be addressed. (II SAS, mo 1-33)

1.2.4 System integration, testing and demonstration. In this subtask, the technologies developed in the preceding subtasks will be implemented on the testbed (task 4.1). The performance of the integrated system will be tested and the results be coupled back to subtasks 1.2.1 to 1.2.3 and to the technology workpackages.(II SAS, mo 6 - 36)

1.2.5 Dissemination and industrial deployment. Dissemination will be performed and industrial deployment promoted as described in the section on dissemination and exploitation. (II SAS, mo 1 - 36)

Deliverables:

In order to limit the total number of deliverables, all deliverables will be joint deliverables, containing chapters contributed by the various subtasks.

Number
Description
Responsible partner
Subtasks
Delivery date
Nature
Dissemination level

D1.2.1 
Application description, including use cases and requirements to other workpackages for task 1.2
II SAS
1.2.1, 1.2.2, 1.2.3
M3
Report
PU

D1.2.2a
D1.2.2b
Internal progress report
First internal software release
II SAS
all
M12
Report
SW
CO

D1.2.3
Report on application prototype 0 run
II SAS
1.2.4
M18
Report
CO

D1.2.4a
D1.2.4b
Internal progress report
Second internal SW release
II SAS
all
M22
Report
SW
CO

D1.2.5
Report on application prototype 1 run
II SAS
1.2.4
M30
Report
CO

D1.2.6
Application final demonstration and report
II SAS
1.2.4
M36
Report,
Demo
PU

D1.2.7
Final report on dissemination and exploitation
II SAS
1.2.5
M36
Report,
Demo
Confidential

Task 1.3  Distributed Data Analysis in High Energy Physics (Month 1 – 36)

Task leader: C.Martinez-Rivero, CSIC (CR15)

Objectives

In Task 1.3 we aim to develop final user applications for physics analysis running in a distributed mode in a GRID-aware environment using large distributed databases. They will be used in the high-energy physics field, the main focus being future LHC experiments (ALICE, ATLAS, CMS and LHCb).

Next generation experiments in HEP will require unprecedented computing resources for physics analysis [LHCC2001]. Hundreds of physicists around the world will collaborate in the analysis of Peta bytes of data stored in distributed databases. Most of the experiments are adopting a model for distribution of these databases, such as the MONARC model proposed for LHC computing, proposing tiered data and computing centres. The DATAGRID project will provide a file-level service, based on replication, for access to these databases, including transparent user access that accommodates distributed simulation and reconstruction requirements. For the final interactive user analysis, however, an object-level service is also required, to optimise the use of the resources. 

This can be implemented in a classical three-tier model, accessing either a pure OODBMS (like Objectivity) or an O/R DBMS (commercial like Oracle or IBM DMS or an open source product like mySQL), via a middleware server employing XML as a format for query and data retrieval. Security can be achieved through the use of http over SSL/TLS. It can be also implemented on more specific full HEP solution, like ROOT, offering file service replication (ROOTD). Both approaches will be tried for LHC experiments, and tested in production with running experiments (such as BABARor CDF). This task will nicely complement those being developed in the DATAGRID WP2.

The task will address several challenging points: access to large distributed databases in the Grid environment, development of distributed data-mining techniques suited to the HEP field, definition of a layered application structure, flexible enough to adapt to different experimental set-ups, integration of user-friendly interactive access, including specific portal tools.

These strategies will be developed as open-source code, platform independent, with specific portal tools developed in such a way that all users can profit, including those with HEP expertise who are not computing experts, as in the case of previous portals developed within large HEP collaborations[IES2000]. This middleware will be based on existing physics analysis packages like ROOT or JAS, reusing their components as applets. Other Grid specific portal tools will be incorporated from WP3. 

Subtasks:

1.3.1 Interactive Distributed Data Access (CSIC, mo. 1-36). In this subtask best strategies for interactive use of distributed data access in the GRID framework will be developed. Use of replication strategies in O/R DBMS for HEP data at the DST level, characterised by its write-once/read-many nature from the server point of view will be studied. The client side requires a light-weight interface based on XML both for query and data-transfer, but with local persistence capabilities, and should accept integration of complex distributed data-mining techniques. 

First prototype will be likely based in Oracle 9i or IBM DB2, accessed in a three-tier scheme, and data partitioning implemented through replication will assure load balancing.

This subtask will benefit from WP2, in particular its optimisation will need performance and monitoring tools developed in it. 

1.3.2 Data Mining Techniques on GRID (CSIC, mo. 1-36). Data-mining techniques in the HEP field are driven by the use of neural networks, both for classification and parameterisation. The classical interactive analysis based on sequential cuts that can be translated into simple filtering is being replaced by the above techniques, which are much more time consuming and therefore preclude interactive use. The distributed implementation of data-mining can be done either in an agent-based way where the user job is performed at each database server, returning an index collection for later use, or in a parallelised way where the task is distributed between several GRID machines, querying on the different database partitions, running on the corresponding query output, and integrating back the result to the user. Which strategy is best depends on the physics analysis problem, from the low level filtering to sophisticated neural networks. 

The tools developed in WP2, in particular those related to MPI or similar parallelisation tools for applications, will be an essential ingredient to this subtask, together with the basic Grid middleware. The improvement in response time for the user thanks to the use of the whole GRID power, should allow reasonably interactive use, ranging from seconds to minutes depending upon the complexity of the analysis, and so optimising the manpower used for this purpose in large collaborations.

The results of this subtask will be applied in task 1.4, to trigger a similar work on data mining algorithms specific for environmental applications that so will start not from scratch but from the basic solutions found in this subtask. Close collaboration is assured thanks to the presence of a common partner (CSIC).

1.3.3 Integration and Deployment (FZK with CSIC, mo. 6-36) 

Final user applications should run on simulated data from the LHC collaborations (ATLAS, CMS, ALICE, LHCb). The integration with the corresponding experiment framework, including a common user interface through the use of Portal tools addressed in WP3, will benefit from the use of XML Schema for data modelling. Deployment will take place at the testbed sites in FZK and CSIC, and then will be extended to the complete testbed.

1.3.4 Application to LHC Physics TDR and High Level Trigger (INP with IPJ, CSIC, UAB, mo.1-36) 

Final user applications in HEP run on filtered set of events; the LHC collider will operate at an extremely high rate of almost 109 proton-proton collisions per second. Most of these correspond to well-known processes and are, therefore, of low interest; only a small number of these interactions will be induced by new phenomena. A fundamental discovery is possible only if these rare processes are efficiently extracted from this huge background of ordinary interactions. The allowed event rate written to tape is about 100 Hz so that a reduction of 107 has to be done by the multilevel trigger system of each experiment. The low-level triggers are based on fast hardware solutions. Accepted events are processed subsequently by the high level triggers (HLT) where sophisticated algorithms have to be used in order to attain high efficiency for events showing the desired features. The quality of these algorithms has to be almost as good as the quality of the off-line analysis chain. It implies that a kind of simplified event reconstruction has to be applied at the trigger level before writing the event into tape. The time to make the decision at the last trigger levels is of the order of a few hundredths of milliseconds. Optimisation of these sophisticated algorithms is a mandatory step previous to the study of the final physics expectations from LHC experiments employing simulated data, the objective of the Physics Technical Design Report that should be completed by 2004. These results will require the input of DATAGRID simulated and processed MC samples, while the corresponding final user analysis is a real challenge for our CROSSGRID project. The results of this challenge will be the main dissemination topic inside the HEP community. This task will also take care of the elaboration of well-defined short and longer-term use cases.

Deliverables

In order to limit the total number of deliverables, all deliverables will be joint deliverables, containing chapters contributed by the various subtasks. The partner leading a subtask will be responsible for each chapter.

Number
Description
Responsible partner
Subtasks
Delivery date
Nature
Dissemination level

D1.3.1 
Application description, including use cases and requirements to other workpackages for task 1.3
CSIC
1.3.1, 1.3.2, 1.3.4
M3
Report
PU

D1.3.2a
D1.3.2b

Internal progress report
First internal software release

CSIC
All
M12
Report
SW
CO

D1.3.3
Report on application prototype 0 run
CSIC
1.3.3
M18
Report
CO

D1.3.4a
D1.3.4b
Internal progress report
Second internal SW release
CSIC
All
M24
Report
SW
CO

D1.3.5
Report on application prototype 1 run
CSIC
1.3.3
M30
Report
CO

D1.3.6
Application final demonstration and report
CSIC
1.3.3, 1.3.4
M36
D, R
PU

Task 1.4  Weather forecast and air pollution modelling (Month 1 – 36)

Task leader: Bogumil Jakubiak, ICM Warsaw (AC2)

Objectives

The objectives of this task are to provide a representative collection of sample applications of Grid tools, for use by the atmospheric/oceanographic community. Atmospheric applications require large computational power and fast access to large data sets stored in geographically distributed archives. We plan to develop a data mining system for the analysis of the archive of operational data from a mesoscale model (in volume 32 GB) and meteorological reanalysis DBs which include homogeneous meteorological information from a single numerical weather prediction model integrated over decades (in the order of Tera-bytes). Data mining techniques, including association rules, linear and non-linear correlation methods, and neural nets (Self-Organised Maps SOM), will be developed for extracting interesting patterns (clusters) or trends (spatial and temporal correlations and tele-connections) within the DB [Niezgodka1998].

The interactive use and the scalability of Grid technology, in order to meet atmospheric research and application user community requirements, will be investigated. Specification of requirements typical for Atmospheric Research, their development and implementation will be the core of the activity. These components will be validated through prototyping activity and consolidated by running specific test beds. A complete application proposed by ICM involves the implementation and development of Grid tools enabling distant, co-ordinated feedback between atmospheric models of different resolution and wave models based on local coastal data and forced by wind fields generated by atmospheric component of the system. Atmospheric pollution chemistry studies, conducted by U.S.C., will be also included. The proposal consists of adapting the SPMD parallel versions of this application, (photochemical grid model) that they are currently developing, to the GRID. This work has to cope with the heterogeneous components and communications, paying special attention to good dynamic load balances [Mouriño2001]. We will use the MPI library to minimise the communication overheads, for which we will depend on the MPI tools developed in WP 2.

For the visualisation of the results meteorologically oriented visualisation tools (NCAR Graphics, GRADS, VIS5D) are available in the public domain. In order to realise Grid-support for these libraries, use will be made of the GVK developed in task 1.1.

The development of the required distributed data-base access and data mining technology will done in close collaboration with task 1.3.

The challenges in this task will be:

1. Integration of distributed databases into GRID structure (ICM and U.S.C.).

2. Meet the data mining and network requirements for atmospheric research (CSIC).

3. Migration of data mining algorithms to GRID (ICM and CSIC).

4. Integration of distributed atmospheric and wave models into the Grid structure (ICM).

5. Integration of the parallel codes for air quality models into GRID (U.S.C.).

6. Validation and improvement of performance of the codes.

Subtasks

1.4.1. Integration of distributed databases into GRID structure (mo 1- 33)

1.4.2. Migration of data mining algorithms to GRID (mo 1 - 33)

1.4.3. Integration of distributed atm. & wave models into the GRID structure (mo 1 - 33)

1.4.4. Integration of parallel codes for air quality models into GRID structure (mo 1 - 33)

1.4.5. Integration, testing and demonstration of the application in the testbed environment. (mo 6 - 36)

1.4.6. Dissemination. (mo. 1 - 36)

Deliverables

Number
Description
Responsible partner
Subtasks
Delivery date
Nature
Dissemination level

D1.4.1 
Detailed planning for air/sea pollution application including use cases 
ICM
CSIC
U.S.C
1.4.1 –
1.4.4
M3
Report
PU

D1.4.2
Results of migration of data mining algorithms to GRID structure 
ICM
CSIC
1.4.2
M12
Report
CO

D1.4.3
Integration of parallel codes for air quality models into GRID structure Prototype A phase 0
U.S.C.
1.4.4
1.4.5
M18
Report +
Prototype
CO

D1.4.4
Integration of distributed atmosphere and wave models into GRID structure). Prototype B phase 
ICM
1.4.3
1.4.5
M24
Report +
Prototype
CO

D1.4.5
Prototype A runs (phase 1) (integration of parallel codes for air quality models into GRID structure). 
U.S.C
1.4.4
1.4.5
M30
Report + Prototype
CO

D1.4.6
Prototype B runs (phase 1) (integration of distributed atmosphere and wave models into GRID structure).
ICM
1.4.3
1.4.5
M30
Report + Prototype
CO

D14.7
Application final report
ICM
CSIC
U.S.C
1.4.5
M36
D, R
PU

Milestones and expected results 

M1.1.-1 Month 12 : Prototype 0 (running in distributed local mode) for health application 

M1.1-2 Month 24 : Prototype 1 of health application running on the international CrossGrid testbed

M1.1-3 Month 33: Final interactive health application deployed in CrossGrid

M.1.2-1 Month 6: Final decision which data, models and techniques will be used.

M.1.2-2 Month 18:Grid-aware prototypes of flood models

M.1.2-3 Month 30: Functional prototype of Support System for Virtual Organisation for Flood Prevention and Protection

M.1.2-4 Month 36: Application final demonstration

M1.3.-1 Month 12 : Prototype 0 (running in distributed local mode) for HEP application 

M1.3-2 Month 24 : Prototype 1 of HEP application running on the international CrossGrid testbed

M1.3-3 Month 33: Final interactive HEP application deployed in CrossGrid

M.1.4-1 Month 3: Final decision which data mining techniques are useful for atmospheric sciences applications

M.1.4-2 Month 12: Migration of data mining algorithms to GRID structure finished

M.1.4-3 Month 24: Prototypes A & B, phase 0 established

M.1.4-4 Month 30: Prototypes A & B, phase 1 runnnig on CrossGrid testbed.

M.1.4-5 Month 33: Final interactive user applications deployed in CrossGrid.

Resources

Total and (funded) Person Months (PM).

Table per subtask

Task
Task
PM
CO1
Cyfronet
AC2
ICM
AC3
INP
AC4
IPJ
CR5
UvA
AC6
II SAS
AC7
Univ. 
Linz
CR8
FZK
CR11
PSNC
CR15
CSIC
AC16
UAB
AC17
U.S.C.

1.0
6

0




6








funded














1.1.1
42

24




42

24








funded














1.1.2
45

27




45

27








funded














1.1.3
30

17






30

17






funded














1.1.4
54
30
12
6



30

18

12

6






funded














1.1.5
6

3




4

2

2

1






funded














1.2.1
16

16





16

16







funded














1.2.2
36

36





36

36







funded














1.2.3
24

24





24

24







funded














1.2.4
24

24





24

24







funded














1.2.5
9

9





9

9







funded














1.3.1
20
20









20
20



funded














1.3.2
20
20









20
20



funded














1.3.3
12
12







6

6

6
6



funded














1.3.4
89
55


40

20
28

14





6
6
15

15


funded














1.4.1
30

17

21

11









9

6

funded














1.4.2
37

28

18

9







19

19



funded














1.4.3
22

11

22

11











funded














1.4.4
12

9











12

9

funded














1.4.5
23
13

6

3






12
6
2

2

3

2

funded














1.4.6
3

1

1

0







1

1

1

0

funded














WP 1
560

396
12
6
68

34
40

20
28

14
127

71
109

109
44

24
6

6
12
6
74

74
15

15
25

17

Funded














Table of totals per task

Task
Task
PM
CO1
Cyfronet
AC2
ICM
AC3
INP
AC4
IPJ
CR5
UvA
AC6
II SAS
AC7
Univ. 
Linz
CR8
FZK
CR11
PSNC
CR15
CSIC
AC16
UAB
AC17
U.S.C.

1.0
6

0




6








funded














1.1 total
177

101
12
6



121

71

44

24






funded














1.2 total
109

109





109

109







funded














1.3 total
141

107


40

20
28

14



6

6

52

52
15

15
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Assembled deliverables

Number
Description
Responsible partner
Subtasks
Delivery month
Nature
Dissemination level

D1.0.1
Proceedings of kick-off workshop
UvA

2
Report
CO

D1.1.1 
Application description, including use cases and requirements to other  workpackages for task 1.1
UvA
1.1.1, 1.1.2, 1.1.3
3
Report
PU

D1.2.1 
Application description, including use cases and requirements to other workpackages for task 1.2
II SAS
1.2.1, 1.2.2, 1.2.3
3
Report
PU

D1.3.1 
Application description, including use cases and requirements to other workpackages for task 1.3
CSIC
1.3.1, 1.3.2, 1.3.4
3
Report
PU

D1.4.1 
Detailed planning for air/sea pollution application including use cases 
ICM
CSIC
U.S.C
1.4.1 –
1.4.4
3
Report
PU

D1.0.2
Semi-annual managerial report for WP1
UvA

6
Report
CO

D1.0.3
Extended yearly managerial report for WP1
UvA

12
Report
CO

D1.1.2a
D1.1.2b
Internal progress report
First internal software release
UvA
all
12
Report
SW
CO

D1.2.2a
D1.2.2b
Internal progress report
First internal software release
II SAS
all
12
Report
SW
CO

D1.3.2a
D1.3.2b

Internal progress report
First internal software release

CSIC
All
12
Report
SW
CO

D1.4.2
Results of migration of data mining algorithms to GRID structure 
ICM
CSIC
1.4.2
12
Report
CO

D1.0.3
Semi-annual managerial report for WP1
UvA

18
Report
CO

D1.1.3
Report on application prototype 0 run
UvA
1.1.4
18
Report
CO

D1.2.3
Report on application prototype 0 run
II SAS
1.2.4
18
Report
CO

D1.3.3
Report on application prototype 0 run
CSIC
1.3.3
18
Report
CO

D1.4.3
Integration of parallel codes for air quality models into GRID structure Prototype A phase 0
U.S.C.
1.4.4
1.4.5
18
Report +
Prototype
CO

D1.0.5
Extended yearly managerial report for WP1
UvA

24
Report
CO

D1.1.4a
D1.1.4b
Internal progress report
Second internal SW release
UvA
all
24
Report
SW
CO

D1.2.4a
D1.2.4b
Internal progress report
Second internal SW release
II SAS
all
24
Report
SW
CO

D1.3.4a
D1.3.4b
Internal progress report
Second internal SW release
CSIC
All
24
Report
SW
CO

D1.4.4
Integration of distributed atmosphere and wave models into GRID structure). Prototype B phase 
ICM
1.4.3
1.4.5
24
Report +
Prototype
CO

D1.0.6
Semi-annual managerial report for WP1
UvA

30
Report
CO

D1.1.5
Report on application prototype 1 run
UvA
1.1.4
30
Report
CO

D1.2.5
Report on application prototype 1 run
II SAS
1.2.4
30
Report
CO

D1.3.5
Report on application prototype 1 run
CSIC
1.3.3
30
Report
CO

D1.4.5
Prototype A runs (phase 1) (integration of parallel codes for air quality models into GRID structure). 
U.S.C
1.4.4
1.4.5
30
Report + Prototype
CO

D1.4.6
Prototype B runs (phase 1) (integration of distributed atmosphere and wave models into GRID structure).
ICM
1.4.3
1.4.5
30
Report + Prototype
CO

D1.0.7
Final managerial report for WP1
UvA

36
Report
CO

D1.1.6
Application final demonstration and report
UvA
1.1.4, 1.1.5
36
Report,
Demo
PU

D1.2.6
Application final demonstration and report
II SAS
1.2.4
36
Report,
Demo
PU

D1.2.7
Final report on dissemination and exploitation
II SAS
1.2.5
36
Report,
Demo
Confidential

D1.3.6
Application final demonstration and report
CSIC
1.3.3, 1.3.4
36
Report,
Demo
PU

D14.7
Application final report
ICM
CSIC
U.S.C
1.4.5
36
Report,
Demo
PU


Workpackage description -  CrossGrid Application Development

Workpackage number: 
1
Start date or starting event:
Project start

CO1
Cyfronet
AC2
ICM
AC3
INP
AC4
IPJ
CR5
UvA
AC6
II SAS
AC7
Univ. 
Linz
CR8
FZK
CR11
PSNC
CR15
CSIC
AC16
UAB
AC17
U.S.C.

12
(6)
68

(34)
40

(20)
28

(14)
127

(71)
109

(109)
44

(24)
6

(6)
12
(6)
74

(74)
15

(15)
25

(17)














Objectives 

Build, with the help of enabling technologies developed in the project, distributed final user applications in the fields of health, physics research and environment management, with a strong interactive component, that will be deployed on the CrossGrid testbed.

Description of work 

Task 1.0 Co-ordination and management

Task 1.1 Interactive simulation and visualisation of a biomedical system

Task 1.2 Flooding crisis team support

Task 1.3 Distributed data analysis in High Energy Physics

Task 1.4 Weather forecast and air pollution modelling

Deliverables 

See table

Milestones
 and expected result 
See above

Storage systems





databases





surface automatic meteorological and hydrological stations





systems for acquisition and processing of satellite information





meteorological radars





External sources of information


Global and regional centers GTS


EUMETSAT and NOAA


Hydrological services of other countries





Data sources





meteorological models





hydrological models





hydraulic models





High performance computers





Grid infrastructure





Flood crisis teams





meteorologists


hydrologists


hydraulic engineers





Users





river authorities


energy


insurance companies


navigation





media


public








� Milestones are control points at which decisions are needed; for example concerning which of several technologies will be adopted as the basis for the next phase of the project.
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