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1. 
EXECUTIVE SUMMARY

This document reports on the integration-test phase status in month 10 and 11. From Annex I: the product is D3.3 (prototype and report) Month 12.

The structure of this document is as follows: Section 2 defines the purpose of the test and integration phase and summarize briefly the set of tools and services developed by each Task. Also a short description of the main goals and dependencies of Task 3.5 with WP4 is provided. Section 3 details References and the partners and people working in this Task. Section 4 provides information about the Users Guide done by each partner for the deliverable D3.3 and mentions what WP3 will have for the first prototype a common installation guide. Section 5 describes the update of the test procedures for each module, which are being used during the test and integration phase by each Task. Section 6 provides a description of the integration process status in month 10 and 11 and explains how the tools and services developed in the WP3 will be integrated in Santiago de Compostela to produce an official version of the WP3 – middleware. Finally, section 7 reports a list with all issues which affect the integration phase in month 12.  

2. INTRODUCTION
2.1. Purpose

The main goal of the test and integration is to deliver an official prototype version of the whole set of tools of the WP3, which will define the middleware layer of the CrossGrid project. This has to be done before each prototype release to provide a functional computing platform for the application software using the CrossGrid testbed sites.

The work in the last three months of the project has continued along the planning for test and integration phase described in our first and second deliverable D3.2 [1] with the objective to have the first “prototype” of WP3 software available in month 12 [2]. 

At the time of producing this deliverable, month 10, this objective is being reached: all WP3 tasks are finishing and testing their tools and services. Each partner is testing well its own software using a local testbed and releasing the code to the WP3 repository localized in Poznan. This repository is updated in Karslruhe (central CrossGrid repository) one day cycles. First versions of the software:


Task 3.1 batch application running


Task 3.2 introduces self-adaptive scheduling agents


Task 3.3 comprises separate components: monitors, managers


Task 3.4 analytical issue of expert system for migration strategies

The WP3 Integration Team is installing WP3 software from CVS server and checking the compatibility of this set of tools and services with Globus and DataGrid software. They are preparing in detail the enough documentation about the installation and implementation process.

Task 3.5 is very strongly correlated with the prototypes released in WP4 [3]. The testbed supported by WP4 is being used in Task 3.5 as a testing environment, allowing testing separate tools (Tasks: 3.1 … 3.4) as well as the whole middleware prototype of WP3. The current “stable” middleware version is EDG 1.2.2/3. All partners are running or finishing the deployment of EDG 1.2, and CSIC (IFIC-Valencia) has joined different demos in DataTAG: IST’02 and SC2002, and is ready to participate in the production tests of the EDG simulation software (prepared by Atlas and CMS collaboration).

Task 3.5 will prepare an official prototype version of the whole set of tools of the WP3 – middleware in month 11. To produce this first functioning release for local grids (for a global grid infrastructure in month 24), all the members of the WP3 Integration Team will be physically in the same place (Santiago de Compostela, February 2003) and have enough resources to build a testbed supported by WP4.

Preparation for the future deployment and integration of the WP3 middleware, application and Testbed prototypes has started. Work started at the CrossGrid Workshop at Linz (27-28 September) and contact persons defined for each topic have prepared first short reports. 

2.2. Definitions, Abbreviations, Acronyms

Definitions

CrossGrid/X#

The EU CrossGrid Project IST-2001-32243

CoG Kits 
They allow the use of basic Grid services through commodity technologies such as framework, environments, and languages.

Condor
Condor is a High Throughput Computing (HTC) environment that can manage very large collections of distributively owned workstations.

Condor-G
Condor-G is a resource manager that is used as a front-end to a computational Grid. It provides job monitoring, logging, notification, policy enforcement, fault tolerance and credential management. 

DataGrid/EDG

The EU DataGrid Project IST-2000-25182

GRID


Grid framework for sharing of distributed resources

GridFTP
It is a high-performance, secure, reliable data transfer protocol optimised for High-bandwidth wide-area networks.

MBean
Java object that implements a specific interface and conforms to certain design patterns. These requirements formalize the representation of the resource’s management interface in the Mbean. The management interface of a resource is the set of all necessary information and controls that a management application needs to operate on a resource
TCPdump
It is a tool for network monitoring, protocol debugging and data acquisition.

Acronyms/Glossary/Abbreviations

API

Application Programming Interface

EJB

Enterprise Java Beans

CE 

Computing Element

CGRB

CrossGrid Resource Broker

CGSA

CrossGrid Scheduling Agent

CVS

Current Versions System

FMA

Federated Management Architecture

GUI 

Graphical User Interfaces

GSI

Grid Security Infrastructure, Globus’ implementation of GSSAPI

GSSAPI
Grid Security Service Application Interface

HTTP

HyperText Transport Protocol

HTTPS

Secure HyperText Transport Protocol

J2EE

Java2 Enterprise Edition

JDMK

Java Dynamic Management Kit

Jiro

SUN Jiro, Implementation of the FMA specification

JMS

Java Message Service

JMX

Java Management Execution

LCFG

Local ConFiGuration system

LDAP

Lightweight Directory Access Protocol

LM

Local Monitor

MIB

Management Information Base

MDS

Monitoring and Discovery Service

MPI

Message Passing Interface

MySQL
An Open Source Database following SQL92

OCM-G
Grid-enable OMIS-Compliant Monitor

OGSA

Open Grid Services Architectureg

OMIS

On-line Monitoring Interface Specification

RB

Resource Broker

RC

Replica Catalogue

RFIO

Remote File I/O

R-GMA
DataGrid relational Grid monitoring architecture

RM

Replica Manager

RPM

Red Hat Package Manager

SANTA-G
extension to the DataGrid R-GMA grid information system

SE

Storage Element

SM

Service Manager

SOAP

Simple Object Access Protocol

SQL

Structured query language

SRS

Software Requirement Specifications

UI

User Interface

VO

Virtual Organisation

WBEM

Web-based Enterprise Management

WN

Worker Node

WP

Work Package

XML

Extended Markup Language

3. REFERENCES

[1] - Test and Integration, Task 3.5 Deliverable 3.1, CG3.5-SRS-0002PUBLIC.pdf

      - Test and Integration process description, Task 3.5 Deliverable 3.2, CG3.5-D3.2-v1.0CSIC-Final.

[2] Annex 1 – “Description of Work”, CrossGrid annex1_v3.1.doc
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3.1. Source Code

All WP3 code is available directly through a Web Interface, but this is convenient only for downloading individual packages. The most convenient access is a set of configuration files. These files contain link to various subsets of the recommended RPMs. 

GNU Wget command can be use to retrieve all of the referenced RPMs (http://gridportal.fzk.de/distribution/crossgrid/releases). You can get “wget” from rpmfind.net (http://rpmfind.net/linux/RPM/redhat/6.2/i386/wget-1.5.3-6.i386.html). More recent version of “wget”, in particular the one distributed with RH7.2, does not work correctly.


RPM is the RPM Package Manager. More complete documentation is available on RPM in the book by Ed Bailey, Maximum RPM. That book is available for download or purchase at www.redhat.com.


CVS is a version control system. CVS can be obtained in a variety of ways, including free download from the internet: http://www.cyclic.com; http://www.loria.fr/~molli/cvs-index.html.


The installation of the Testbed middleware is performed through the LCFG installation software developed by the University of Edinburgh and modified by DataGrid (http://datagrid.in2p3.fr/distribution/datagrid/wp4/installation/doc/). 


BUGTRACKER is a bug tracking system similar to Bugzilla (http://marianne.in2p3.fr/datagrid/bugzilla) located at the CrossGrid Gridportal (http://gridportal.fzk.de).

3.2. Contact Information

The four partners of this task: CYFRONET, PSNC, UAB and CSIC are testing all tools and services of WP3 to be able to deliver a middleware layer in the CrossGrid testbed, which will be used by the applications (WP1) and the Grid Application Programming Environment (WP2). The main goal of the tests and integration are to deliver an official prototype version of the whole set of tools of the WP3 – middleware.

The detailed composition of the WP3 Integration-test Team was determined via discussions with the Task co-ordinators, WP3 leader and Task3.5 partners.

For the first WP3 prototype, the Integration Team is composed of the following people:

· Pawel Wolniewicz (PSNC, Task 3.1); pawelw@man.poznan.pl

· Miquel A. Senar (UAB, Task 3.2); miquelangel.sernar@uab.es

· Álvaro Fernández (CSIC, Task 3.2); Alvaro.Fernandez@ific.uv.es

· Bartek Balis (CYFRONET, Task 3.3); balis@galaxy.uci.agh.edu.pl

· Slawek Zielinski (CYFRONET, Task 3.3); slawek@agh.edu.pl

· Lukasz Dutka (CYFRONET, Task 3.4); lukasz.dutka@wp.pl

· Javier Sánchez (CSIC, Task 3.5); Javier.Sanchez@ific.uv.es

· Santiago González (CSIC, Task 3.5); Santiago.Gonzalez@ific.uv.es

4. User Manual

We have in WP3 many different tools (wide range of activity). On the other hand, WP3 for this first prototype won’t produce a consistent middleware system. Therefore the WP3 tools, modules, etc.. will be used more or less separately, what means a general Users Guide is not the best solution.

Each Task and partner have included in its D3.3 deliverable document a User Guide explaining how to install and use their tools, services, modules. In these documents, a list of the hardware and external software require to install and run the prototypes is provided. Also how to access to each prototype and make use of its functionality is described.

4.1. Installation GUIDE

Each Task and subtask is preparing an installation guide document. These documents are intended for Site Administrator of CrossGrid testbed resources and may also be useful for people who need detailed information about WP3 release. With these documents a WP3 general installation middleware procedure document will be done in Santiago de Compostela.  This General WP3 installation guide together to the RPM files produced by each Task will be the first official release prototype of the whole set of tools of the WP3.

5. Internal Tests

The tables shown in next subsections describe the test procedures update proposed and by each Task in order to check all components and tools delivered by WP3 in deliverable D3.2 [1]. This kind of test are being applied from month 10 to month 12.

5.1. TASK 3.1 PORTALS AND ROAMING ACCESS

This subsection describes test procedures for Task WP3.1 of The CrossGrid Project. The main goal of tests is to check correctness of function of WP3.1 modules and their functionality. The main mechanisms that will be taken into consideration are:

· Handling Graphical User Interface;

· User configuration management;

· Handling transmission of files;

· Job submission;

· Monitoring job execution; 

· Managing local application and files;

· Managing remote files;

· Application Portal and Portal Server.

	Test type: Handling Graphical User Interface.


	

	Application description

	a) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements: see CG3.1-D3.3-v1.0-PSNC031-PrototypeInstallationGuide.doc for details

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licenses, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or  higher) based database.

CoG toolkit v 0.9.13

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	a) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	b) General schema 

	1. Loading Migrating Desktop with default settings

2. Performing some user operation on graphical components.

	c) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	d) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	e) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· Migrating desktop application;

	
	
	Actions taken by the user
	· Load Migrating Desktop with default settings

· Perform some number of standard user operation on available graphical components, like e.g.: dragging windows, dragging icons, copying icons between windows, minimizing windows, maximizing windows, opening and closing dialogs, changing windows or icons settings, etc, etc

· Close Migrating Desktop

· Restart Migrating Desktop

	Results analysis

	a) Tests results analysis and interpretation

	
	Determining the correctness of launching Migrating Desktop application with default settings.
	not measured yet

	
	Determining the correctness of performing standard GUI operations
	not measured yet

	
	
	

	

	c) Other analysis 

	

	Conclusions

	a) Handling user GUI.

	There are not conclusions. 

	a) Other conclusions

	


	Test type: Storing/restoring user configuration.


	

	Application description

	a) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements: see CG3.1-D3.3-v1.0-PSNC031-PrototypeInstallationGuide.doc for details

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licenses, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) based database.

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	e) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	f) General schema 

	1. Loading Migrating Desktop with default settings

2. Changing Migrating Desktop settings

3. Closing Migrating Desktop

4. Restarting Migrating Desktop.

	g) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	h) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	i) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· OpenLDAP V2.0 (or higher) database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Starting all necessary components.

· Loading Migrating Desktop with default settings

· Changing Migrating Desktop settings

· Closing Migrating Desktop

· Restarting Migrating Desktop

· Checking if all user changes were correctly restored;

	Results analysis

	a) Tests results analysis and interpretation

	
	Determining the correctness of launching Migrating Desktop application with default settings.
	not measured yet

	
	Saving Migrating Desktop settings in LDAP based database,
	not measured yet

	
	Restoring user settings after restarting application.
	not measured yet

	

	b) Other analysis 

	

	Conclusions

	a) Saving and restoring of user profile mechanism.

	There are not conclusions. 

	b) Other conclusions

	There are not conclusions.


	Test type: Handling downloading/uploading files from/to User Virtual Directory.


	

	Application description

	a) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licences, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) database;

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	c) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	d) General schema 

	a. Loading Migrating Desktop with default settings

b. Connecting to remote User Virtual Directory;

c. Putting local file on User Virtual Directory

d. Getting file from remote location locally;

	e) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	f) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	g) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· LDAP database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Load Migrating Desktop with default settings

· Open “Store file remote” dialog (using application main toolbar button)

· Browse User Virtual Directory to select any destination subdirectory

· Put local file on User Virtual Directory (by pressing “OK” dialog button);

· Open “Store file local” dialog (using application main toolbar button)

· Browse User Virtual Directory to select any source file

· Get file from User Virtual Directory (by pressing “OK” dialog button);

· Compare original file with uploaded and then downloaded one.

· Remove file from remote location.

	Results analysis

	a) Tests results analysis and interpretation

	
	Determining the correctness of establishing connection with remote server (authentication issues).
	not measured yet

	
	Determining the correctness of uploading file.
	not measured yet

	
	Determining the correctness of downloading file..
	not measured yet

	

	b) Other analysis 

	

	Conclusions

	a) Transferring files

	There are not conclusions. 

	b) Other conclusions

	There are not conclusions.


	Test type: Submitting grid application


	

	Application description

	a) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licences, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) database;

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	h) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	i) General schema 

	Loading Migrating Desktop with default settings

Defining job (choosing application, setting its parameters);

Submitting job;

	j) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	k) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	l) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· LDAP database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Start all necessary components.

· Load Migrating Desktop with default settings

· Create new Job Wizard icon on desktop

· Select available grid application from list.

· Define job (setting application parameters) using wizard;

· Submit job by pressing wizard “Submit” button.

· Check job state (e.g. by Job Monitoring Dialog)

	Results analysis

	c) Tests results analysis and interpretation

	
	Determining the correctness of defining application settings
	not measured yet

	
	Determining the correctness of job submission
	not measured yet

	
	
	

	

	b) Other analysis 

	

	Conclusions

	d) Submitting jobs

	There are not conclusions. 

	e) Other conclusions

	


	Test type: Monitoring job execution


	

	Application description

	f) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	m) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements: see CG3.1-D3.3-v1.0-PSNC031-PrototypeInstallationGuide.doc for details

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licences, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) database;

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	g) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	h) General schema 

	Loading Migrating Desktop with default settings

Checking grid applications states

Canceling grid application;

	i) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	j) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	k) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· LDAP database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Start all necessary components.

· Load Migrating Desktop with default settings

· Open “Job Monitoring Dialog” (using main application toolbar button)

· Check if presented state of application is correct.

· Submit new application using Job Wizard 

· Check job state presented by “Job Monitoring Dialog”;

· Cancel job (“Cancel” button of Job Monitor Dialog”);

· Check job state presented by “Job Monitoring Dialog”;

	Results analysis

	l) Tests results analysis and interpretation

	
	Determining the correctness of job monitoring
	not measured yet

	
	Determining the correctness of job canceling
	not measured yet

	
	
	

	

	b) Other analysis 

	

	Conclusions

	m) Monitoring jobs

	There are not conclusions. 

	n) Other conclusions

	


	Test type: Managing local application and files

	

	Application description

	o) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	n) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements: see CG3.1-D3.3-v1.0-PSNC031-PrototypeInstallationGuide.doc for details

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licenses, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) database;

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	p) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	q) General schema 

	Loading Migrating Desktop with default settings

Adding shortcut to local files or application

	r) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	s) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	t) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· LDAP database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Start all necessary components.

· Load Migrating Desktop with default settings

· Add shortcut to local file (using Grid Window popup menu)

· Add shortcut to local application  (using Grid Window popup menu)

· Check if all shortcuts were added correctly

	Results analysis

	u) Tests results analysis and interpretation

	
	Determining the correctness of adding shortcut to local file
	not measured yet

	
	Determining the correctness of adding shortcut to local application
	not measured yet

	
	
	

	

	b) Other analysis 

	

	Conclusions

	v) Handling links to local files / applications.

	There are not conclusions. 

	w) Other conclusions

	


	Test type: Managing local application and files

	

	Application description

	x) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	o) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements: see CG3.1-D3.3-v1.0-PSNC031-PrototypeInstallationGuide.doc for details

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (unprivileged ports ), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Migrating Desktop application

Linux Red Hat 6.2 for Roaming Access Server – at least 1 server per domain

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licenses, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

Web browser with Java plug-in v1.4 installed.

Access to OpenLDAP V2.0 (or higher) database;

CoG toolkit v 0.9.13

Entry describing user account in Grid-mapfile on remote system.

User valid proxy certificate.

EDG VO support.

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	y) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	z) General schema 

	Loading Migrating Desktop with default settings

Adding shortcut to local files or application

	aa) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	ab) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	ac) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of tests application and measurement applications): locations, terms, order, dependencies
	· LDAP database;

· Roaming access server;

· Migrating desktop application;

	
	
	Actions taken by the user
	· Start all necessary components.

· Load Migrating Desktop with default settings

· Choose “Adding shortcut to Virtual Directory File”  from Grid Window popup menu;

· Browse User Virtual Directory to select any source file

· Check if all shortcuts were added correctly

· Get file from User Virtual Directory (by double clicking an icon);

· Check if file was downloaded correctly

	Results analysis

	ad) Tests results analysis and interpretation

	
	Determining the correctness of adding shortcut to remote file
	not measured yet

	
	Determining the correctness of downloading file
	not measured yet

	
	
	

	

	b)  Other analysis 

	

	Conclusions

	ae) Handling links to remote files 

	There are not conclusions. 

	af) Other conclusions

	


	Test type: Application Portal Server


	

	Application description

	ag) General description of the application

	The subject of Task 3.1 is to establish a user friendly Grid environment by providing access to the Grid independently from the user location via portals or dedicated application – Migrating Desktop.

	p) The application architecture (modules, servers, clients, operation algorithm etc.)

	Task 3.1 provides following components:
· Application Portal Server XE "Application Portal Server"  – a service that provides information for HTTP Server needed to create web pages. It keeps information about user sessions and provides first parameter verification (see description below);

· Desktop Portal Server XE "Desktop Portal Server"  – a service that extends the functionality of the Application Portal Server by providing a specialised advanced graphical user interface and a sharing mechanism that allows the user to make files stored on his machine available from other locations/machines; 

· Roaming Access Server XE "Roaming Access Server"  – a network server responsible for managing user profile, authorisation and authentication, job submission, file transfer and grid monitoring (see description below).

· Migrating Desktop GUI – applet that provides “window” to the Grid environment.

The detailed description of these components and their mutual connections was provided in the deliverable D3.2. This description can be found in the document CG3.1-D3.2-v1.3-PSNC022-RoamingAccess&Portals.doc [4]



	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	Not applicable

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not applicable

	
	
	Transfer rate
	Not applicable

	b) The network resources:

	
	
	Type and number of interfaces
	Not applicable

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Not applicable

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2 or Windows family system  for Application Portal Server

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licenses, certificates
	Apache 1.3.x server software.

php language with php-java extension enabled

	
	Measurement software 
	Not applicable.

	d) Required users’ accounts on the systems 

	1 user account with the elementary rights

	Description of the test procedure 

	ah) Test goals 

	Checking the connections between all components and making elementary tests in the environment  similar  to the working one. 

	ai) General schema 

	Testing portal functions

	aj) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· Correctness

	ak) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	already described above

	

	al) Tests:

	
	Tests algorithm:

	
	
	Executed programs (modules of  tests application and measurement applications): locations, terms, order, dependencies
	· Application Portal Server

	
	
	Actions taken by the user
	· Load application portal main page

· Perform some number of standard user operations e.g.: login, file transfer, view job status, change portal profile theme, save changes. 

· Close Portal Window

	Results analysis

	am) Tests results analysis and interpretation

	
	Determining the correctness of launching Application Portal Server with default settings.
	not measured yet

	
	Determining the correctness of performing standard GUI operations
	not measured yet

	
	
	

	

	b) Other analysis 

	

	Conclusions

	an) Handling user GUI.

	There are no conclusions. 

	ao) Other conclusions

	


5.2. TASK 3.2 JOB SUBMISSION OVER THE CROSSGRID TESTBED USING A CG_SCHEDULING AGENT

The main mechanism that will be taken into consideration are:

· Submission of jobs from Roaming Access Server to Resource Broker and Loggin&Bookkeping services;

· Matchmaking of multiple resources. 

	Test type


	Submission of jobs from Roaming Access Server to Resource Broker and Logging&Bookeeping services.



	Application description

	ap) General description of the application

	The Job Submission Services (JSS’s) allow the user [5]

a) to request the following services to a Resource Broker (RB): 

· submit a job according to the provided job description (using JDL); 

· cancel a submitted job; 

· request a list of available Computing Elements according to provided requirements. 

b) to request the following services to a Logging&Bookeeping (LB):

· monitor the status;

· get logging information and output of submitted jobs;

· get the list of submitted jobs belonging to a given user.

JSS’s test will be performed by Application Portal Server (APS; Task 3.1) and Roaming Access Server (RAS; task 3.1). RAS calls Resource Broker (RB) or Logging&Bookeeping (L&B) specified in the service requests (by hostname an port number where they are running). 

RB’s and LB’s send back replies.

JSS’s doesn’t provide services to retrieve output results of submitted jobs.



	aq) The application architecture (modules, servers, clients, operation algorithm etc.)

	RAS, RB and LB generally run on separated machines connected by a network. RB and LB could run on the same machine.

	ar) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	1 to 1 connection between two computers based on TCP/IP socket  (SA is the server and RAS is the client)

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	Data stream over a TCP/IP sockets at the moment of RAS sends request to SA and at the moment of  SA’s replies .

	
	Short description of message passing algorithm
	

	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	One or two x86 compatible machines (LB and RB may be running in the same machine)

	
	
	FLOPS
	Not specified

	
	
	Memory
	At least 128MB each

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not specified

	
	
	Transfer rate
	Not specified

	b) The network resources:

	
	
	Type and number of interfaces
	TCP/IP connections (two TCP port are used: LB default port is 7846; RB default port is 7771)

	
	
	Required bandwidth
	Not specified

	
	
	Latency (demanded/ acceptable)
	Not specified

	
	
	Firewall system configuration (required passage)
	LB and RB will have its own port: these ports have to be available for RAS connection requests

	c) Software:

	
	Operating system (type, version) and patches
	Linux 6.2 (and/or 7.2)

	
	Test application modules
	

	
	Libraries (mathematical, graphical, security), licences, certificates
	The JSS’s user needs:

· A web browser to connect to portal

· Valid certificates

JSS needs:

· A PostgresSQL database where RB is running (access to “postgres” UNIX account);

· A MySQL database where LB is running (access to UNIX root account).

Refer to “WP1-WMS SOFTWARE ADMINISTRATOR AND USER GUIDE” (DataGrid-01-THE-0118-0_8) document for more information about LB and RB

	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	

	d) Required users’ accounts on the systems 

	The JSS’s user needs:

· User account on each system;

· Access rights and disks quota on each system;

· Valid certificates and a grid proxy on each system;

· A valid entry in each gridmap file;

· Access to Portal.

	e) Operator (people) accessibility in particular localisation (term, operations to do)

	JSS: 1 person on the Portal site to carry out the test.

	f) Input data for test application

	JSS: Set of simple jobs and its JDL description to submit by Portal

	Description of the test procedure 

	as) Test goals 

	Checking the following actions: 

· RB and LB  properly receive requests from RAS;

· RB and LB  are able to service received requests ;

· RB and LB are able to send replies to RAS.

	at) General schema 

	1- Using Portal it needs to send service requests .
2-  Checking replies by Portal


	au) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	Summary time needed to service requests

	av) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	

	
	Preparing input data (see 3.e)
	

	

	aw) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	In order to check services concerning submission of a job, it needs:

· to send a specially prepared job and its JDL descriptions to a RB by Portal;

· to wait for the reply, RB sends the identifier assigned to the job (jobid);

· to request the status of the submitted job to LB specifying the joid;

· to request logging information of submitted job to LB.

In order to check the service concerning requests of available Computing Elements matching to specific requirement it needs to send a specially JDL description of requirements to a RB by Portal.

In order to check the service concerning requests of the list of submitted jobs it is necessary to send the request to LB by specific Portal’s tool.


	
	
	Actions taken by the user
	In order to test JSS’s the user sends requests to RB or LB 

	
	
	Co-ordination with the other tests application
	In order to test JSS’s it is necessary to have co-ordination with Task 3.1 tests.

	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	

	Conclusions

	ax) Conclusions of the network utility features:

	

	b) Conclusions concerning the router configuration that is optimal for the application in term of its specific usage parameters

	

	c) Other conclusions

	


	Test type


	Matchmaking of multiple resources

	Application description

	a) General description of the application

	This service is responsible for finding resources for jobs that require more than one CPU to run. In principle, it is intended for MPI jobs. For a given job, described in a JDL file, it will look for available resources that could be used to run the job. The result of this service is a list of CEs that fulfil the job requirements. CEs might be grouped if the members of the groups do not fulfil the whole set of requirements individually [5]. 



	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	This service is currently integrated as a module into the EDG RB. It calls Condor ClassAd library to carry out the matchmaking operation.



	c) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	1 to 1 connection between two computers (a User Interface and a Resource Broker). Both machines could be the same if UI and RB modules are installed in it. 

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	Variable data stream over a TCP/IP socket when UI sends a request to RB at the moment of  SA’s reply. 

	
	Short description of message passing algorithm
	Not specified

	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	One or two (UI and RB may be running in the same machine)

	
	
	FLOPS
	Not specified

	
	
	Memory
	At least 128MB each

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not specified

	
	
	Transfer rate
	Not specified

	b) The network resources:

	
	
	Type and number of connections
	TCP/IP connections (RB uses default port 7771)

10/100 Ethernet boards.

	
	
	Required bandwidth
	Not specified

	
	
	Latency (demanded/ acceptable)
	Not specified

	
	
	Firewall system configuration (required passage)
	RB has its own port: this port has to be available for UI connection requests.

	c) Software:

	
	Operating system (type, version) and patches
	Linux 6.2 (and/or 7.2)

	
	Test application modules
	UI and RB

	
	Libraries (mathematical, graphical, security), licences, certificates
	The UI needs

· valid certificates.

RB needs:

· a PostgresSQL database where RB is running (access to “postgres” UNIX account);

· a MySQL database where LB is running (access to UNIX root account).
Refer to “WP1-WMS SOFTWARE ADMINISTRATOR AND USER GUIDE” (DataGrid-01-THE-0118-0_8) document for more information about UI and RB.


	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	Not applicable

	d) Required users’ accounts on the systems 

	User account on the local machine running the UI. User requires also valid certificates 

A user account in the machine running the RB is also required to check the RB log file.



	e) Operator (people) accessibility in particular localisation (term, operations to do)

	1 person on the local site to carry out the test. Correctly configured and working computers with basic  CrossGrid middleware (which would include the basic services required from Globus and EDG).



	f) Input data for test application

	Set of JDL files describing MPI applications.



	Description of the test procedure 

	a) Test goals 

	Assess the correct execution of the matchmaking process for MPI jobs. 



	b) General schema 

	The test is carried out in local mode. 

Each job is submitted to the UI with a JDL file that describes the requirements of an MPI job. The JDL has to include a field specifying that the job type is MPI (Jobtype = MPI) and how many CPUs (NumCPU = X) are required to run it. 

For each job the following steps will be followed:

1) The application JDL will be sent from the UI to the RB.

2) The RB will invoke the matchmaking module to obtain the list of selected resources.

3) The list of resources is sent back to the UI. The user can check this list. Additionally, the RB log file records also the main steps carried out by the matchmaking module.

  

	c) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	The test is intended to check the correctness of the list of resources selected for a given job.



	d) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	Already described above

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	Already described above

	
	Preparing input data (see 3.e)
	Writing a JDL

	

	e) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	See above description of test suit.

	
	
	Actions taken by the user
	User submits each application using the UI and checks the list of resources generated by the RB or checks the RB log file.



	
	
	Co-ordination with the other tests application
	Not specified.



	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	Parameters are collected during the whole test in the RB log file.




5.3. TASK 3.3 GRID MONITORING

The Task 3.3’ products which are being tested are:

· An OMIS-based application monitoring system, OCM-G;

· Additional services, SANTA-G, for ad-hoc non-invasive monitoring, and

· Jiro-based services for Grid-infrastructure monitoring.

	Test type


	Application Monitoring using the OCM-G

	Application description

	a) General description of the application

	The Grid-enabled OMIS-compliant Monitor – the OCM-G – is an autonomous Grid monitoring service accessible via a standardized interface – OMIS (Online Monitoring Interface Specification). The OCM-G is aimed to be used by tools supporting application development from Task 2.4. Its purpose is to provide services for getting information about, doing manipulations, and detecting events in user applications [6]. 



	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	The OCM-G is a distributed system composed of two types of components: 1. Service Managers which are daemons residing permanently, one per each site in the Grid; 2. Local Monitors which reside on each host of the Grid, one for each Grid user. Local Monitors are only started when they are needed, i.e., when there are application processes to be monitored on a given host [6]. 

The functions of these modules are as follows.

1. Service Managers 

· route messages in the OCM-G

· accept requests from tools

· distribute the requests to Local Monitors

· collect replies from the Local Monitors

· assemble the replies and return a single reply to tools

2. Local Monitors

· execute OMIS requests

· accept requests from Service Managers and send replies back



	c) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	1 to 1 connection between a tool and a Service Manager (both may run on the same host)

1 to many connection between a Service Manager and Local Monitors

many to many connection between Service Managers

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	Variable steam.

	
	Short description of message passing algorithm
	Not specified

	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	Approx. 5 PC machines 

	
	
	FLOPS
	Not specified

	
	
	Memory
	Not specified

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not specified

	
	
	Transfer rate
	Not specified

	b) The network resources:

	
	
	Type and number of connections
	TCP/IP connections with a variable number of TCP ports used.



	
	
	Required bandwidth
	Not specified

	
	
	Latency (demanded/ acceptable)
	Not specified

	
	
	Firewall system configuration (required passage)
	Not specified

	c) Software:

	
	Operating system (type, version) and patches
	Linux 6.2 (and/or 7.2), kernel patch to enable FIFOs issue SIGIO: http://www.circlemud.org/~jelson/linux/fifo-sigio-2.4.patch

	
	Test application modules
	LM, SM

	
	Libraries (mathematical, graphical, security), licences, certificates
	Mpich (not used directly by the OCM-G, but needed to create an instrumented version of this library, which must be linked to MPI applications).

	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	test specific monitoring scripts

	d) Required users’ accounts on the systems 

	User account on a local machine.



	e) Operator (people) accessibility in particular localisation (term, operations to do)

	One person on the local site to carry out the test. 



	f) Input data for test application

	A set of simple MPI parallel applications. Applications should be linked against a special (instrumented) version of the MPI library.



	Description of the test procedure 

	a) Test goals 

	- Check the correctness of the OCM-G start-up procedure.

- Test the OMIS request distribution and assembly in the OCM-G.

- Test the correct working of services.



	b) General schema 

	Here is a step-by-step procedure how to test the correct working of the OCM-G. All executables mentioned below should be delivered with the OCM-G installation.

1. Starting the Service Manager

One Service Manager should be started by typing: 
%omis_monitor

2. Starting Local Monitors

Local Monitors are started automatically, being forked off by the application processes.

3. Preparing the application.

A small tool called `ocm’ helps to compile the application. The user types the command he usually issues to compile the application (e.g. mpicc …) preceded by `ocm’, e.g.: 

%ocm mpicc myapp.c

As a result, monitoring libraries and the instrumented MPI library should be linked to the application.

4. Running the application.

When the application is ready, it can be run normally; only two additional parameters are required, e.g.:

% mpirun –np 4 myapp –-ocmg-appname myapplic –-ocmg-regcont

`myapplic’ is a name of the application chosen arbitrarily by the user.

The –-ocmg-regcont parameter currently does nothing, but is already required for the future compatibility.

5. Attaching the tool.

The OCM-G is aimed to be run with the G-PM tool developed by Task 2.4, and the real tests of the OCM-G will be done in cooperation of that tool, but for a quick test, one can also use a very simple console-based tool, delivered with the OCM-G installation (/opt/edg/ocmg/bin/tool). If the application is running, and Local Monitors have been started the tool can also be started. It should then automatically connect to the OCM-G (i.e., the SM): 

% tool

After a successful start-up, the command prompt is displayed.

*** Tool

ocm.1>

6. Sending OMIS requests

Now the tool is ready to send OMIS monitoring requests to the OCM-G. The replies will be displayed accordingly. The first request should be to attach the tool to the application previously started:

ocm.1> :app_attach2(“myapplic”)

Note that the application name passed as a request parameter is the same one as passed via the 
`--ocmg-appname’ option before. This request returns the application token, which should be from now on used as the application’s identifier. The token can be, e.g., `app_1’.

Next, we can get the information about all application processes:

ocm.2> :app_get_proclist([app_1])

This should return a list of application process tokens, e.g. (simplified):

4, [n_1, p_123_n_1, n_2, p_444_n_2, n_2, p_345_n_2, n_3, p_377_n_3]

The first number (4) specifies the number of processes. Next, a list of these follows. For each process, first its node token (n_1), then its process token is shown. 

We can get information about each node, e.g. n_1, by two following requests:

ocm.3> :node_attach([n_1])
ocm.4> :node_get_info([n_1],3)

The node_attach request is necessary to attach the node; otherwise, further requests on that node would not be possible. The node_get_info request returns the info itself, and the ‘3’ parameter is a flag which specifies what type of information should be returned.

 

	c) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	- Correctness of the system start-up, 

- Correctness of the algorithms of request distribution and assembly,

- Correctness of working of monitoring services,



	d) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	- we need a pool of hosts within one site, with a shared file system.

- on each of these host, the OCM-G installation must   be available. 

- a kernel patch to enable FIFOs issue SIGIO is needed.



	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	

	
	Preparing input data (see 3.e)
	Not specified

	

	e) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	See above description of test suit.

	
	
	Actions taken by the user
	User submits the parallel applications from the local account and uses the tool to submit monitoring requests to the OCM-G and observes the incoming replies. 



	
	
	Co-ordination with the other tests application
	Not specified.



	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	All replies are gathered by the OCM-G itself, and displayed in the tool.




	Test type


	Use of SANTA-G with the CrossGrid testbed

	Application description

	a) General description of the application

	SANTA-G [6] is an extension to the DataGrid R-GMA grid information system. It enables the introduction of non-invasive monitoring information from external instruments into the R-GMA, specifically to support ad-hoc rather than routine monitoring. For each monitoring experiment the user will be responsible for the establishment of the external instrument environment. It is assumed that the instruments will have their own control software, and that they will generate a set of one or more result files to which fast local access is possible. It is also assumed that in the worst case the result files will be very large. SANTA-G is specifically designed to enable relational query of these files in-place, i.e. without data migration or more than read-only sharing.

For each experiment, initializing SANTA-G will establish a connection to both a standard R-GMA DBProducer servlet and one or more specialized CanonicalProducer servlets, each of which will yield relevant entries in the R-GMA registry. Thereafter SANTA-G will accept queries from the R-GMA, and will satisfy these using a query engine executing in the local environment of the result files. The result sets will be returned to the R-GMA.

For the CrossGrid testbed, SANTA-G will be demonstrated with a net tracer and an Ethernet Packet Viewer. The instrument software will be standard TCPDump, which generates network trace files.



	b) The application architecture (modules, servers, clients, operation algorithm etc.)

	On the instrument [producer] side, SANTA-G consists of a Sensor, a Canonical Producer, a Canonical Producer Servlet and a Canonical Query Engine, which carry out the following operations:

· the user starts the monitoring experiment by starting the Sensor;

· the Sensor reads the user’s configuration file, initialises a DBProducer [which connects to a DBProducer servlet and registers with the R-GMA], and stores configuration values in it;

· the Sensor then initializes one or more Canonical Producers [each of which connects with a Canonical Producer Servlet and  registers itself with the R-GMA];

· the Sensor starts the net tracer’s TCPDump, thereby [possibly continuously] creating result files;

· external queries arrive at the DBProducer as a result of lookups of the R-GMA registry, and are executed by it’s database engine, which returns resultsets to the R-GMA;

· external queries arrive at the Canonical Producer as a result of querying the DBProducer, and are executed by it’s Canonical Query Engine, which returns resultsets to the R-GMA. 

On the viewer [consumer] side, SANTA-G consists of a Viewer GUI and a Consumer, which carry out the following operations:

· the user starts the Viewer, which initialises the Consumer [which connects to a Consumer servlet];

· the user enters relational queries into the GUI, either directly or via navigation using the GUI;

· the Consumer forwards the query [via the Consumer servlet] to the R-GMA, which finds [by using its Mediator to look up the registry] the SANTA-G DBProducer, which then executes the query and returns a resultset containing the URI of the Canonical Producer;

· The Consumer forwards the query to the R-GMA, for direct execution by the Canonical Producer [using the Canonical Producer Engine], which returns resultsets to the R-GMA;

· The GUI displays the resultsets.  



	c) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	1 to 1 connection between Producer /Consumer and Producer/Consumer servlet, although both elements may be running in the same machine.

1 to many connections between a Canonical Producer servlet and many Canonical Producers, although both elements may be running in the same machine.

1 promiscuous network connection from a network switch to the net tracer.

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	Variable steam.

	
	Short description of message passing algorithm
	Not specified.

	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	Several x86 compatible machines .

	
	
	FLOPS
	Net tracer: at least a 2GHz Pentium4.

Other machines: not specified.

	
	
	Memory
	Not specified.

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Net tracer: at least 500GB for trace files.

Other machines: not specified.

	
	
	Transfer rate
	Not specified.

	b) The network resources:

	
	
	Type and number of connections
	TCP/IP connections with a variable number of TCP ports used.

10/100/1000Mbps Ethernet boards (2 on net tracer).

Network switch supporting promiscuous connection.

	
	
	Required bandwidth
	Not specified.

	
	
	Latency (demanded/ acceptable)
	Not specified.

	
	
	Firewall system configuration (required passage)
	Not specified.

	c) Software:

	
	Operating system (type, version) and patches
	Linux 6.2 (and/or 7.2).

	
	Test application modules
	SANTA-G.

	
	Libraries (mathematical, graphical, security), licences, certificates
	Not specified.

	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	Test-specific monitoring scripts.

	d) Required users’ accounts on the systems 

	User account on the local machine running SANTA-G. 

User needs also a valid entry in each grid-mapfile of remote resources, or remote resources must support a pool of accounts for grid users.

The user needs also a valid certificate and grid proxy.



	e) Operator (people) accessibility in particular localisation (term, operations to do)

	1 person on the local site to carry out the test. Correctly configured and working computers with base EDG middleware, TB1.2 or later.



	f) Input data for test application

	TCPDump will generate network trace files.



	Description of the test procedure 

	a) Test goals 

	Assess the correct execution of SANTA-G components in the absence of errors in the grid environment.

Assess that SANTA-G correctly responds and provides an appropriate error warning in the presence of unexpected errors at any grid resource.

Checking the average execution times for relational queries in the test suite. 



	b) General schema 

	The tests will be carried out in three acquisition modes [off-line, snapshot and continuous] and two configuration modes [open and closed]. All combinations will be evaluated.

Off-line means a set of network trace files will be acquired in advance of the tests; snapshot means that one set will be acquired at the start of the tests, whilst continuous means they will be acquired continuously as the testing takes place.

Open means that SANTA-G will run on the net tracer [i.e. the net tracer will be an open external instrument], while closed means it will run on a machine that has read-only shared access to the net tracer’s trace files. 

For each test the following steps will be followed:

4) The SANTA-G Sensor and Viewer will be started, in a range of temporal orderings.

5) A test suite of relational queries will be issued from the Viewer.

6) The resultsets will be evaluated.

7) Timing and error-related data will be evaluated.

A range of queries, from simple to very complex, returning small to large resultsets, will be executed.

To assist testing, and as a useful facility for users, the Viewer will be enabled to log received resultsets in a user-defined logfile if so desired.

For off-line and snapshot acquisition the logged resultsets will be evaluated for correctness in relation to the trace files [which will still exist] after the test has completed. For continuous acquisition the slot mechanism will be modified to ensure retention of all generated trace files, so that the resultsets can be evaluated for correctness in relation to the trace files after the test has completed.
Early testing will be performed with 10Mbps and then 100Mbps networking, with only one active Viewer, in a synthetically unloaded CrossGrid testbed environment. Later this will be extended to 1Gbps networking, and/or multiple active Viewers, and a live testbed environment.

  

	c) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	- Correctness,

- completeness,

- error-related data,

- time spent on executing the queries at the Canonical Query Engine, 

- time from query issue to resultset arrival.



	d) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	Already described above.

	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	Already described above.

	
	Preparing input data (see 3.e)
	Already described above.

	

	e) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	Already described above.

	
	
	Actions taken by the user
	Already described above.



	
	
	Co-ordination with the other tests application
	Not specified.



	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	Already described above.




	Test type


	Infrastructure monitoring with Jiro-based monitoring system

	Application description

	d) General description of the application

	The Jiro based Grid Infrastructure Monitoring System is a tool for exposing the state of grid infrastructure elements – both computing/storage nodes and networking devices, such as routers or switches. The first prototype presents the devices’ properties in a standardised, Java Management Extension (JMX) compliant, way. The foreseen user of the data provided by the first prototype is the post-processing task – T3.4.



	e) The application architecture (modules, servers, clients, operation algorithm etc.)

	The system will consist of five layers: instrumentation, agent, management logic, database and user interface. The functionality of two the bottommost, the first prototype is concerned about, is as follows: 

· the instrumentation layer provides JMX manageable resources. The instrumentation of a given resource is provided by one or more Managed Beans, or MBeans, which are basic entities defined by the JMX specification. Each of the MBeans has a standardised interface for external entities that allows the discovery of exposed parameters. The interface is described in detail in [6]. The first prototype of the system contains two types of MBeans: SystemInformationMBean, responsible for collecting information about a computing or storage node and SnmpMBean, which collects information about SNMP‑enabled networking devices. MBeans of both types are accessible via an agent, which is the basic building block of the agent layer.

· the agent layer provides a framework for implementing agents. Management agents directly control the resources and make them available to remote management applications. Agents are usually located on the same machine as the resources they control, although this is not necessary. In some cases, e.g. monitoring a router, it is even impossible. The agents, which are instances of Java class JiroMBeanServer, are deployed and started dynamically by using the Jiro Deployment Station. All the agents are registered with the Jiro Lookup Service, so in order to connect with an agent, an external application needs to be able to search for it using the registry.

For detailed description of the functionality of all the five layers, please refer to the appropriate Detailed Design document [6].



	f) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	1-N connection for an agent to discover present instances of the Lookup Service 

1-1 connection for agent to register itself with the discovered service 

1-1 connection between an agent and each of the monitored SNMP-capable networking devices

1-2 

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	variable steam

	
	Short description of message passing algorithm
	Messages are generated by the MBeans in two cases: if the monitored value changes and passes some threshold, or on regular interval. Then the agents pass the messages to the registered observers.



	Requirements:

	b) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	At least 2 PC machines and an SNMP‑capable switch. 

	
	
	FLOPS
	Not specified

	
	
	Memory
	Not specified

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not specified

	
	
	Transfer rate
	Not specified

	b) The network resources:

	
	
	Type and number of connections
	Unicast TCP and multicast UDP connections. The number will vary.

	
	
	Required bandwidth
	Not specified

	
	
	Latency (demanded/ acceptable)
	Not specified

	
	
	Firewall system configuration (required passage)
	TCP 8091 port for observing a particular node from outside using a WWW browser.

	c) Software:

	
	Operating system (type, version) and patches
	Red Hat Linux, 6.2+

	
	Test application modules
	JiroMBeanServer, SnmpMBean, SystemInformationMBean

	
	Libraries (mathematical, graphical, security), licences, certificates
	Java Runtime Environment 1.3.1,
Jiro 1.5.1,
Java Dynamic Management Kit 4.2

	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	not specified

	d) Required users’ accounts on the systems 

	One user account with typical rights on each of the monitored nodes.



	e) Operator (people) accessibility in particular localisation (term, operations to do)

	One person can carry out the tests.



	f) Input data for test application

	not specified



	Description of the test procedure 

	j) Test goals 

	Check the correctness of the system startup.

Check the dynamic deployment of the monitoring agents.

Check the connections with specified MBeans.



	k) General schema 

	Check the correctness of the system startup.

In order for the system to run properly, two basic services should be started: the Jiro Lookup Service (at least one) and the Jiro Deployment Station (one on each of the PCs). After the startup, the Deployment Stations should be visible in a Lookup Service browser. 

Check the dynamic deployment of the monitoring agents.

The Lookup Service browser that comes with the first prototype is able to run a BeanShell based administrator console, which can be used for deploying the JiroMBeanServer code to the remote monitored stations. After the deployment (performed by using the jiroDeploy() function of the shell), the JiroMBeanServer should be instantiated (by using the jiroNew() or jiroNewMBeanServer() functions). After successful instantiation, each of the agents should register itself with the Lookup Service and should be visible in the browser window.

Check the connections with specified MBeans.

If the previous step was completed successfully and the agents are registered with the Lookup Service, right-clicking on them would bring up a popup menu with an option called “Main”, which starts a dedicated client that connects to the agent using the Java RMI mechanism. If the agent was not visible, but the BeanShell did not signal any error, the agent should be accessible via its HTTP adaptor, which is started on the monitored machine on port 8091. If this is the case, probably there is a problem with multicast communication between the host, the agent is run on and the host(s) running the Lookup Service instance(s). 

 

	l) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	Correctness of the prototype startup and basic communication.



	m) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration (see 3.b and 3.c)
	In order to conduct the tests, it is necessary to install and configure full Jiro platform on one of the hosts and Jiro Deployment Stations on the others. One of the hosts should also serve as a system code repository, containing JAR files containing the monitoring agent code. The host should also have the Lookup Service browser installed. 



	
	Network interfaces and connections  configuration, firewalls configuration etc. (see 3.a)
	The hosts should be able to communicate via TCP unicast and UDP unicast and multicast.

	
	Preparing input data (see 3.e)
	Not specified

	

	n) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	1. Start the Jiro platform by running a tool called “igniter” (or “igniterw”).

2. Start an HTTP server on the code repository station.

3. Start the Lookup Service browser (called “finder”) on the code repository station. 

4. Start a Deployment Station on each of the monitored stations.

5. Deploy the JiroMBeanServer code to the monitored stations using the “finder” tool (started in step 3) BeanShell console.

6. Instantiate monitoring agents using the BeanShell console once again.


Dependencies: 

· step 4 must be performed after step 1,

· step 5 must be performed after steps 2, 3 and 4,

step 6 must be performed after step 5



	
	
	Actions taken by the user
	
The user connects with a monitoring agent on a node using the RMI‑based client accessible from the “finder”.

There is also a possibility to view the generated web pages containing MBeans’ status report by connecting to a particular node port 8091 via HTTP.


	
	
	Co-ordination with the other tests application
	Not specified.



	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	Not specified. 




5.4. TASK 3.4 DATA STORAGE AND RETRIEVAL

	Test type: Data storage and retrieval

(visualisation, distributed computations, 
transfer of big amounts of data, etc.)
	

	Application description

	d) General description of the application

	Task 3.4 – ‘Optimization of Data-Access’ provides services to support users in their interaction with large data manipulation; we propose a kind of expert system for sophisticated local data-handlers selection which allows building flexible environments for data storage and retrieval. Additionally, within this task a common middleware for fast tape file access and a system for data access time estimation will be developed.

	e) The application architecture (modules, servers, clients, operation algorithm etc.)

	As D3.3 deliverable Task 3.4 provides following components:

· Data Access Estimator (DAES) – it estimates the data-access cost (i.e. latency and bandwidth) inside storage elements. 

· Component Expert Subsystem (CEXS) – it is the software-engine working according to Component-Expert Architecture; selecting components depending on the call-context. (These components are slightly different from components are listed here. They are the special kind of components, which in the case of the CrossGrid project will be worked as data-handlers)

· Storage Element (STEL) - Storage Element is responsible for publishing current configuration of a storage and answering on general questions about current configuration. 

· Demo Client Web Page (DCWP) – web page orientated client for CEXS, STEL and DAES components, which allows in easy way to test provided components. 

All above components are working in the client-server architecture. All of them are the servers and some are also the clients (e.g. DEAS is the client of CEXS)

The detailed description of these components and their mutual connections was provided in the deliverables D3.1, D3.2  and D3.3 [7]. 



	f) Network traffic characteristic generated by the application:

	
	Type of connections (point-point, 1 to many, many to many)
	The components DAES, GridFTP server, REMG, STEL use 1 to many model.

	
	Stochastic traffic characteristic (constant, variable steam etc.)
	Both models are appropriate 

	
	Short description of message passing algorithm
	Not applicable 

	Requirements:

	a) Hardware:

	
	Computational power:

	
	
	Number and architecture of the processors
	1 or more x86 compatible processors  

	
	
	FLOPS
	Not applicable

	
	
	Memory
	128 MB min

	
	Storage (capacity required to store input, output, intermediate and measurement data for application)

	
	
	Capacity
	Not specified

	
	
	Transfer rate
	5 MB/s

	b) The network resources:

	
	
	Type and number of interfaces
	Any

	
	
	Required bandwidth
	Not applicable 

	
	
	Latency (demanded/ acceptable)
	Not applicable

	
	
	Firewall system configuration (required passage)
	Each components will  work with the SOAP protocol, and each component will have its own port (the port number is configurable for each component but ports over 2048 are assumed as default), thus these components have to be available for each client,  using authentication and authorization mechanisms.   

	c) Software:

	
	Operating system (type, version) and patches
	Linux Red Hat 6.2

	
	Test application modules
	Not applicable. 

	
	Libraries (mathematical, graphical, security), licences, certificates
	Security infrastructure used in the CrossGrid project  probably  will be GSI. In the case of components, which will use SOAP protocol it will be the GSI for SOAP. 

	
	Measurement software (used to estimate condition of network connections and computational servers load during tests)
	Not applicable.

	d) Required users’ accounts on the systems 

	1 users’ accounts with the elementary rights

	e) Operator (people) accessibility in particular localisation (term, operations to do)

	1 person

	f) Input data for test application

	

	Description of the test procedure 

	g) Test goals 

	Checking the connections between all provided components (STEL, CEXS, DAES) and making elementary tests in the environment  similar  to the working one. 

Testing selections of components made by CEXS for different call-environments.

	h) General schema 

	All components provided as Month 12 deliverable are related to each other, however tests of them could be done on some levels. First of all component STEL should be tested, because it can works alone. The second test level is testing of CEXS and the last one is testing of DAES.

Testing of STEL:

1. Prepare configuration files (stel.conf, and configuration of storage). Example of these files will be provided as a part of the delivery

2. Start stel deamon. Starting script will be provided.

3. Connect using example clients. Two kinds of example clients will be provided The first one, client written in C++ language with compilation make files, which will be easy modifiable. The second one is the web page service, which in easy way allows to test the component. It will allow to call any operation of the component passing any data. 

4. Analyze produced by the stel deamon log file

5. The last state is writing a new client on the basis of the provided example tests.

Testing of CEXS:

1. Prepare configuration files (cexs.conf, compCont.conf). Example of these files will be provided as a part of the delivery

2. Start stel and cexs daemons. Starting script will be provided.

3. Connect using example clients. Two kinds of example clients will be provided The first one, client written in C++ language with compilation make files, which will be easy modifiable. The second one is the web page service, which in easy way allows to test the component. It will allow to call any operation of the component passing any data. 

4. Analyze produced by these demons log files 

5. The last state is writing a new client on the basis of the provided example tests.

Testing of DAES

1. Prepare configuration files (daes.conf). Example of this files will be provided as a part of the delivery

2. Start stel, cexs, daes daemons. Starting script will be provided.

3. Connect using example clients. Two kinds of example clients will be provided The first one, client written in C++ language with compilation make files, which will be easy modifiable. The second one is the web page service, which in easy way allows to test the component. It will allow to call any operation of the component passing any data. 

4. Analyze produced by these demons log files

5. The last state is writing a new client on the basis of the provided example tests.



	i) Measured parameters (efficiency, stability, correctness, bit rate, frames per second, latency, etc.)

	· Stability

· bit rate

· latency

· general efficiency

	j) Preparing to tests:

	
	Accounts creating, software and patches installation and configuration 
	Not specific account is required. 

	
	Network interfaces and connections  configuration, firewalls configuration etc.
	Each component works on an specific port, which have to be accessible directly from clients, thus configuration of firewall have to allow it

	
	Preparing input data 
	Installation of provided components. 

	

	k) Tests:

	
	Tests algorithm:

	
	
	Executed programmes (modules of tests application and measurement applications): locations, terms, order, dependencies
	One script starting all components STEL,DAES, and CEXS in one step will be provided. 

	
	
	Actions taken by the user
	Starting all necessary components and before checking configuration files. 

	
	
	Co-ordination with the other tests application
	Not applicable 

	
	
	Determining methods of collecting the working application parameters and the measurement results (collecting period) 
	N/A

	Results analysis

	b) Tests (measurements) results analysis and interpretation

	
	Determining the maximum, minimum, average and medium values of parameters defined in General Schema  (quality indexes and the other statistical parameters of the application work) during stable network work
	not measured yet

	
	Taking into consideration machines load and state of the network connections during the tests
	not measured yet

	
	Evaluation of the influence of the events in the test network on the application quality parameters (what their changes are and their stochastic parameters) e.g.

	
	
	Influence of incidental and periodical events
	not measured yet

	
	
	Influence of events in different situations (e.g. with different network load)
	not measured yet

	
	
	Influence of the other events
	not measured yet

	

	c) Analysis of aggregated results (for all test procedures or for simultaneously executed tests)

	
	Evaluation of mutual influences of the simultaneously executed tests
	not measured yet

	
	General utility features following all tests qualification
	not measured yet

	

	c) Other analysis 

	

	Conclusions

	a) Conclusions of the network utility features:

	There are not conclusions. 

	b) Conclusions concerning the router configuration that is optimal for the application in term of its specific usage parameters

	There are not conclusions.

	c) Other conclusions

	There are not conclusions.


6. STATUS OF THE INTEGRATION PROCESS (IN MONTH 10 and 11)

Task 3.5 is following the time schedule presented in the Task 3.5 SRS document [1]. The first integration activities started at the CrossGrid Workshop at Linz (October 2002). After defining (Month 3) and designing (Month 6) the architecture of the new grid services and tools, each partner, between month 6 and month 10, has made and test well its software according to test procedures proposed by each Task [1]. These partners have guaranteed the WP3 software compatibility with Globus and EDG software. This is a vital evaluation with consequence serious for the success of the final integration and the first release version of WP3.

Since the next CrossGrid Workshop will be at Santiago de Comspotela at the beginning of February 2003 it was decided to cancel the integration meeting at Karlsruhe and planned to be held at CESGA from 6th to 9th February.

6.1. Partners actions before Month 11

Before Month 10 each WP3 Integration Team member has followed the progress of each Task to have a description of services and tools functionality and to guarantee the implementation of the WP3 first prototype running on local grid infrastructure.    

During month 10 and 11 each Task is providing its services and tools with detailed information about installation, test and functionality to the WP3 Integration Team. This software can be obtained from WP3 CVS repository localized in Poznan and updated in Karlsruhe (central CVS CrossGrid repository) on day cycles. An updated version of test procedures applied to the prototypes and in what manner was the software tested was made and sent to the WP3 Integration Team by each Task (see section 6).

The savannah software package [8] has been installed at FZK to provide a central repository site gridportal.fzk.de. It is basically a web-portal-application based on a MySQL database and php/perl scripts. The Gridportal is structured in projects. The idea was to have one project for each CrossGrid Task. Each Task leader requested “admin” privileges for his task project. This was enable for him the possibility to create/delete Forums, manage the Bugtracker and define subprojects/tasks and delegate these to the members of his project. More important, the admin can add users to his Task thus giving them write access to the CVS repository. This allows a very fine-grained access to control of CVS.

Learning from the experience with EDG software, we believe that a single point of entry for retrieving all download files included in each new release is highly recommendable.

Complete CrossGrid releases are available for download, using a single wget command, from http://gridportal.fzk.de/distribution/crossgrid/releases.

The official prototype version of the whole set of tools of the WP3 – middleware is prepared with the aim of running on a CrossGrid testbed. For this reason, Task 3.5 and WP3 integration phase are very strongly correlated with the prototypes released in WP4. The WP3 Integration Team has collaborated and is collaborating with the WP4 Integration Team. Two meeting took place at CERN (July and October 2002), to get an in-site knowledge of the EDG testbed 1 set up, and to review issues regarding testbed set up computing centre operation.

The members of the WP3 integration team will be physically in Santiago de Compostela to produce the WP3 first release. CESGA team has prepared enough resources to build a “small” grid. We will use the CESGA testbed set up and one or two people of the WP4 Integration Team will take part in the integration phase, to be a “bridge” between WP3 and WP4.

6.1.1. INSTALLING THE MIDDLEWARE

Before going to Santiago de Compostela to prepare an official prototype version of WP3 middleware, each Integration Team member is installing the software in his local testbed to check that everything is working. 

First a real CrossGrid testbed is required with the EDG middleware installed [3]. According with the CrossGrid testbed architecture and minimum hardware requirements each partner and site must have  at least five system components.

· Gatekeeper: is the system that provides the gateway through which Jobs are submitted to local farm nodes.

· Worker Node (WN): is a local farm-computing node where jobs are actually executed. Jobs arrive to the WN through the local batch scheduling system. Many worker nodes can exist behind a single Gatekeeper.

· Storage Element (SE): is the generic name for any storage resource that includes a Grid interface ranging from large Hierarchical Storage Management Systems to disk pools.

· User Interface (UI): is used by end-users to submit jobs to the grid testbed through the resource broker.

· LCFG installation server: is used to install, configure and maintain the above systems from a single management system. The installation server is required for the proper installation of the EDG middleware. 

The 4 partners of this Task have now deployed and registered it into the CrossGrid Resource Broker (RB) and have installed the EDG  middleware. They are running the 1.2.2 EDG version. 

The WP3 software installation is performed through the CVS server. Each member of the Integration Team is applying the same test procedures followed by each partner before realising its own software and test the dependencies between WP3 Tasks (see section 6) [1]. This software is being installed following the user manuals (see section 5) provided by each Task. This manuals explain how to install and use the service and tool prototypes.

After this test process a first evaluation of the WP3 software will have been done. Task3.5 and the WP3 Integration Team will deliver all information about possible errors/bugs detected and also about required corrections which should be done. This will be clearly a vital evaluation for the success of the integration phase, testbed and release the WP3 first prototype in month 12 at CESGA. 

6.2. Partners actions after Month 11

To prepare the first official prototype of the whole set of tools of the WP3, all WP3 Integration Team members will be physically in Santiago de Compostela together to WP4 integration people. In Santiago we will have the hardware required for a real CrossGrid testbed, an expert for each WP3 service and tool and the resources needed to produce the functioning release of the WP3 software. These resources are:

· Space for housing a testbed and space for the integration team to work (a room at CESGA). This room includes fast network connections for team’s terminals/portables.

· Fast networking between the testbed machines and to the external network. These machines are externally visible.

· Integration Team support for the provided hardware.

During this phase, the Integration Team will continuously build, deploy, and test the WP3 software until everything is working to make the distribution packages (RPM files). The package names have to be defined, in accordance with the other Task members and WP’s, to establish “standard” versioning rules among packages (specific version and revision numbers). These packages will be provided to the central HTTP repository in Karlsruhe [3] (http://gridportal.fzk.de/distribution/crossgrid/releases).

Finally, the Integration Team should fully enough documentation about the installation process and prepare the WP3 Installation Guide. To write this, the user and installation manuals prepared by each Task and the experience gained by the Integration team in the installation process for month 11 will be used.   
7. ISSUES

(Please list all issues which affect the functioning of the prototype, including any known bugs.)

A list with all issues which affect the final integration process to deliver the first release version of WP3 in month 12 is described:

· Deliverables from each software Task is expected in Month 10-11. Each partner should test well its own software before releasing the code to Integration Team.

· Detailed information about installation, test and functionality must be provided by each Task.

· To obtain the software from the CVS server in Karlsruhe. Synchronization between  CVS servers in PSNC and FZK should work on regular way.

· All members of the WP3 Integration Team should be physically in the same place (Santiago de Compostela).

· Resources needed for the intensive Integration phase: hardware required for a real CrossGrid Testbed.

· The distribution packages have to be made in RPM files. Installation from these distribution must be verified.

· Provide these packages to the central package repository in Karlsruhe.

· Document the installation process and prepare the WP3 installation guide.  

· The first prototype will not include the scheduler and MPI support.

· Task 3.1 and 3.2 will be connected basing on the DataGrid broker system (currently version 1.2.3).

· SANTA-G prototype can only use off-line data, accept a small subset of SQL and use a subset of the possible schema.

· WP1 will not deliver a first prototype version until month 18, but at least we shall have the High Energy Physics (HEP) application as a base for WP3 tests.
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